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# Abstract

New conceptual and technological developments bring neuroscientists closer to other disciplines, and to other fields in neuroscience with different traditions, despite having overlapping interests. While some neuroscientists may underrate the potential benefits of successful interdisciplinary collaborations, some may be unaware of the typical difficulties of such collaborations or not trained in skills that render them fruitful. Here, we illustrate how interdisciplinary interactions have long been part of neuroscience, although they are often challenging, because neuroscientists may be confronted with concepts, assumptions, and interpretative horizons that differ from their own. This can lead to misunderstanding and little mutual appreciation. Using the historical development of brain imaging techniques, we distinguish different types of interdisciplinary interactions and illustrate some of their benefits. In addition, we present challenges at the interface between traditional laboratory-type approaches and those of clinical or computational neuroscience, and of ecological field experiments. To address these, we invite neuroscientists to consider philosophers as collaboration partners with complementary expertise, which includes special consideration of language use, underlying assumptions and proficiency in conceptual analysis. This expertise can be used by neuroscientists to increase their understanding and to address some difficulties in interdisciplinary interactions more effectively. The benefits of these interactions can be expected to outweigh some challenges in the dialogue with philosophers. Importantly, neuroscientists can choose between reading philosophical literature, participating in joint events with philosophers, and integrating philosophers into neuroscience projects. This may allow neuroscientists to explore unforeseen possibilities to improve or initiate collaborations with scientists from other fields and disciplines.

Abbreviations: *fMRI* functional magnetic resonance imaging; *BOLD* blood oxygen level-dependent, *STED* stimulated emission depletion (microscopy), *ANN* artificial neuronal networks

# Introduction

In the last few decades, important technological and conceptual advances have changed the landscape of neuroscience and extended the range of research questions that can be addressed. This also progressively increased the methodological diversity of neuroscience, with novel observation and intervention techniques contributing to rapid progress in many research fields, such as cellular and molecular neuroscience or cognitive neuroscience. As a result, today´s neuroscience includes different research traditions that can be traced back to the historical developments of scientific investigations of the nervous system. Besides the initial fields of neuroanatomy, neurophysiology, neuroendocrinology and neuropharmacology, and the medical disciplines of neurology and psychiatry, additional fields[[1]](#footnote-1) such as behavioral neuroscience, parts of the cognitive sciences, computational and theoretical neuroscience, and some more are now combined under the umbrella term “neurosciences”[[2]](#footnote-2) (Cowan et al., 2000;Stahnisch, 2016), which is accepted as an independent discipline and encompasses many fields. Thus, in their daily practice neuroscientists can be confronted with collaboration partners educated primarily in other traditions, with different research questions, basic assumptions, methodologies, and interpretative horizons or frameworks. Moreover, neuroscientists are also concerned with interdisciplinarity as broad research questions require collaboration with other scientific disciplines such as physics, psychology or computer science. However, the concrete experience of scientists with interdisciplinary projects seems to show that the expected and advertised advantages of such collaborations are often not achieved. Indeed, misunderstandings, difficult communication and a perceived limited genuine collaboration render interdisciplinary projects challenging (Waldman, 2013;Hall et al., 2018;MacLeod, 2018;Gohar et al., 2019;Mazzocchi, 2019). Moreover, the meaning of “interdisciplinarity” is often ambiguous and it is frequently met with resistance despite incentives to position one’s work as “interdisciplinary” (Ledford, 2015). At the interface between different fields of neuroscience problems may arise that are similar to those encountered between neuroscience and other disciplines, when fields are considered by their social interactions alone instead of well-defined academic structures (Lélé and Norgaard, 2005;Contreras Kallens et al., 2022). Such pitfalls are often underestimated by academic institutions or funding agencies that promote or support interdisciplinary projects without providing accompanying support.

In this manuscript, we highlight that interdisciplinarity in different forms (section-2) has been an inherent part of neuroscience and has contributed to its advances. However, despite successful interdisciplinary collaborations many challenges occur as well. Drawing from general descriptions and concrete examples from neuroscience, we indicate several factors that contribute to these complications (section-3). In practice, low awareness of typical problems and insufficient training in capabilities beneficial for interdisciplinary exchange may play a widely underestimated role. Next, we suggest that, because of their complementary skill repertoire, philosophers would be well-suited to support neuroscientists in challenging interdisciplinary collaborations (section-4). Importantly, different modes of interaction with philosophers are available through which neuroscientists can initiate and pursue this exchange according to their needs (section-5).

# Different forms of interdisciplinarity in neuroscience

## Definition of interdisciplinarity

Without a doubt, many neuroscientists already interact with scientists from other fields or disciplines, for example, when they interact with members of the statistics department to take advice, to find the most appropriate approach, or to implement new kinds of data analysis. In such cases, the neuroscientist will typically accept the domain-specific ‘authority’ of the statistician and the proposed solution regarding the analysis. So, in this case, there is a rather unidirectional exchange between neuroscientist and statistician. Sometimes, neuroscientists also participate in teams composed of scientists from different fields or disciplines, who jointly address research questions for which no discipline alone has sufficient expertise and, in which, all parties benefit from mutual exchange and interactions. Only this type of interactive collaboration is considered ‘interdisciplinary’ here. Even though, the underlying concept of interdisciplinarity is often not made clear (Gozzer, 1982;Choi and Pak, 2006;Alvargonzalez, 2011), the supposed relevance and expected benefits of interdisciplinarity are widely advertised (Jacobs and Frickel, 2009;MacLeod et al., 2019). Much has already been written about interdisciplinarity in general (for summary, see (Huutoniemi et al., 2010)), but in this article we restrict the use of the term “interdisciplinary” to projects or collaborative activities that involve scientists from different fields or disciplines that include neuroscientists and exceed mere service-providing. These collaborations may be driven by a common interest in a technological application or research question, or by a better understanding of a complex phenomenon through mutual exchange between fields or disciplines, as has been the case for the cognitive sciences (Choi and Pak, 2006;Mazzocchi, 2019). Accordingly, in interdisciplinary approaches as we understand them, scientists from different disciplines or fields join their domain-specific skills and knowledge to advance the shared understanding of a phenomenon by interaction and exchange, which, in turn, can reveal misconceptions and biases in respective disciplinary perspectives.In this sense *interdisciplinary* approaches differ from *multidisciplinary* and *transdisciplinary*[[3]](#footnote-3) approaches. Thus, the distinguishing properties of interdisciplinarity are prolonged and active interactions, along with complementarity of approaches.

## Different forms of interdisciplinarity

To illustrate that neuroscience has long been interdisciplinary, we take the establishment of brain imaging techniques for neuroscientific research as a historical example. These methods are well-established tools today, but their implementation in neuroscience required important technical and conceptual developments. Moreover, these examples illustrate different types of interdisciplinary interactions and can thus help neuroscientists to recognize similar examples in their own research fields.

### Methodological interdisciplinarity

The development of magnetic resonance imaging (MRI) from nuclear magnetic resonance was, in hindsight, a masterpiece of cooperation between physicists, chemists, engineers, and physicians to repurpose and further develop a technique that originated in analytical chemistry for advanced medical diagnosis and research (Leach, 2004;Wehrli, 2004). Following general distinctions of different forms of interdisciplinarity suggested before (Huutoniemi et al., 2010) this type of collaboration can be described as *methodological interdisciplinarity*,because different methods or approaches “are combined in a novel, integrated manner,” rather than being merely juxtaposed (Huutoniemi et al., 2010, p. 84; Table 1). The aim of this form of interdisciplinarity can be to progressively develop methods for novel purposes (e.g., for medical diagnosis and research) and typically requires interactions between developers and users for optimal implementation. Methods converting nuclear magnetic resonance signals into images of the structural properties of a brain in a living organism were initially validated by comparison to *postmortem* anatomical planes. A subset of these techniques has been labelled functional magnetic resonance imaging (fMRI) as the signals reflect localized changes in brain physiology during neuronal activation (Raichle, 2009). This subsequent application of MRI to study the functioning brain was also made possible by a joint effort between engineers, radiologists, and cognitive psychologists (Bandettini et al., 1992;Kwong et al., 1992). Thus, methodological interdisciplinarity develops novel methods, which allow for the exploration of domains in previously impossible ways (e.g., having a means to assess activation of brain structures in a non-invasive way in humans) and may initiate new collaborations.

### Empirical interdisciplinarity

The technological progress obtained with fMRI techniques allowed measurements with reasonable temporal and spatial resolution for the study of brain correlates of cognitive and other processes (physiological, pharmacological and diagnostic uses (Matthews et al., 2006)) and fostered interactions between neuroscientists and cognitive scientists. In these interactions, the research question (e.g., correlations between brain activity and mental processes) is jointly approached by several disciplines, and progress in understanding is achieved at the interface requiring different contributions. This kind of interdisciplinarity is close in spirit to *empirical interdisciplinarity* in which different types of empirical findings are integrated to gain more insight into how phenomena observed in different fields can be linked ((Huutoniemi et al., 2010), Table 1). The expected benefit of empirical interdisciplinarity is gained from integrating and relating different types of factors (e.g., mental processes and increased activity of brain areas during a task). This should allow a broader consideration of the phenomenon of interest and increased understanding.

### Conceptual interdisciplinarity

Finally, the advancement in imaging techniques was accompanied by progressive changes in conceptual frameworks presupposed in the application of advanced fMRI techniques for specific scientific and medical purposes. This form of interdisciplinarity has been termed *conceptual*or*theoretical interdisciplinarity* and can include a comparison of concepts, models, or theories across fields ((Huutoniemi et al., 2010), Table 1). This can result in mutual correction, cross-fertilization or the establishment of new relationships between fields and new research strategies. Conceptual changes are often essential for employing new technologies and to repurpose applications established for one research question to other types of scientific investigations[[4]](#footnote-4). The reinterpretation of spontaneous low-frequency fluctuations in the absence of explicit tasks or stimuli as ‘background activity’ instead of ‘noise’ led to the systematic investigation of functional connectivity of parts of the brain by resting state fMRI (Wei et al., 2024). Thus, another benefit of conceptual interdisciplinarity is to challenge or modify categories, concepts or notions, or the relationships between those, which can then be explored experimentally.

Altogether, these different forms of interdisciplinarity focus on developing novel methods, a multi-perspectival view on a phenomenon, or the integration of different types of concepts, theories or explanations, even though a clear-cut separation between the types is often not possible.

### Joint interdisciplinary contributions to the study of human cognitive abilities by fMRI

To underpin our claim that interdisciplinary interactions may give rise to interesting novel questions or challenge even well-established methods or concepts, we describe concrete contributions relative to the use of fMRI as a tool to study the relation between brain activities and complex cognitive functions. When scientists realized the possibility to observe brain activity by fMRI while cognitive functions are being exerted, this inspired some changes in the research questions being investigated, putting more emphasis on “thinking, consciousness, and social cognition” and complementing the cognitive-centered perspective by a brain-centered one (Sutterer and Tranel, 2017). However, neuroscientists, like other experimental scientists, have often been attracted by the power of new tools and have tended to mostly see their advantages. In the early phase, less effort has been dedicated to the critical interpretation of the relation between the newly implemented output (e.g., local glucose or oxygen accumulation in brain tissue) used as a proxy for or read-out of the processes of interest (such as high-level cognition). However, the high expectations were also confronted with reservations and resistance, and challenges often originated from different background assumptions regarding the concept of how the brain functions and what kind of properties of the brain correlate with properties of cognitive functions (2.3.1) and whether and how the output of fMRI measurements reflect and relate to the underlying processes in the brain (2.3.2). The chosen examples thus illustrate that in the development of brain imaging techniques in general, and fMRI in particular, external critiques had their fair share in challenging strategies and concepts (Thagard, 2009), and interdisciplinary exchange allowed the identification of potential technical or conceptual problems, which, in turn, resulted in some clarifications and improvements of the method.

#### The relative importance of regional and global brain activity to specific abilities

Most fMRI approaches seem to assume that some regions of the brain are particularly important for a cognitive ability of interest and thus show strong changes of regional brain activity when the exertion of the capability is compared to a control condition. The underlying hypothesis is that capacities and cognitive functions are exerted by specific and restricted brain regions can be traced back to the turn of the 19th century, and the results of fMRI studies can be interpreted to support such *brain localizationist theories*. However, another tradition, known as *distributionist or connectionist* theories[[5]](#footnote-5), appealing to holism and equipotentiationism, emphasizes the relevance of widespread activation across the brain or, more recently, of far-reaching brain-networks during the performance of certain cognitive functions. Scientists in the latter tradition have argued that the conclusion that a brain structure is sufficient for a function cannot be drawn from temporal correlations between some cognitive processes and local increases in brain activity, but that such claims require invoking other types of findings (such as the functional consequences of lesions of that brain structure) (Sutterer and Tranel, 2017;Duffau, 2018). Interestingly, this debate in neuroscience was accompanied by a similar debate in philosophy with some parties postulating that the mind itself is modular, at least for some functions (e.g., (Fodor, 1983)). This appeared to further support brain localizationist theories from another, more conceptual, point of view. In a later phase, the idea that widespread activation of brain networks across the entire brain are highly relevant (‘*connectionists*’) for the performance of certain cognitive functions has gained some traction (Sutterer and Tranel, 2017;Duffau, 2018;Arshavsky, 2023). Concurrently, the philosophers’ debate on the mind´s modularity has changed as well and has criticized the modularity hypothesis either for being not convincing in case of some individual abilities (Sutton and Schier, 2014) or for epistemological reasons because it cannot sufficiently explain the convergence of different cognitive modules (Mason et al., 2008). Nonetheless, the localizationist theory is still considered relevant for studying language processing, face recognition or spatial navigation (see for example Zhang et al., 2024). This mutual influence of neuroscience and philosophy can be considered conceptual interdisciplinarity, because the results of one discipline (or field) affected the interpretation in another discipline or field.

#### Interpretation of results obtained by in vivo brain images

The second example is the relationship between fMRI-signals obtained by blood oxygen level-dependent (BOLD) nuclear magnetic resonance measurements and images of brain activity, which were generated as output of functional brain imaging experiments. The interpretation of the relation between neuronal activity and fMRI signal has not been straightforward to establish. An early misconception of a direct relation was based on the relationship between neural activity and either increased cerebral blood flow or glucose binding (critically discussed already in (Roy and Sherrington, 1890) and in (Sokoloff, 1977)). However, a better understanding of the relation between raw data and their interpretation was made possible by contributions in which methodological interdisciplinarity played an important role. Over time it has indeed become clear that changes in the oxygen consumption reflected by the BOLD signal cannot be used as a direct proxy for neuronal activity, because no linear relationship exists with electrophysiological activity and because the course of temporal and spatial changes of the BOLD signal does not always reflect electrophysiological processes alone (Lauritzen, 2005;Logothetis, 2008;Theriault et al., 2023). These systematic investigations revealed that the simple hypothesis underlying BOLD brain imaging needed to be nuanced and gave rise to the development of approaches to distinguish neuronal from vascular effects (Tsvetanov et al., 2021), and to statistical and conceptual improvements (Elliott et al., 2021) of measurements. Moreover, it became increasingly clear how difficult it is to establish whether an fMRI signal reflects function-specific processing or neuromodulatory changes (Gusnard et al., 2001;Szameitat et al., 2011), and how challenging it is to relate an fMRI signal to excitatory or inhibitory processes (Logothetis, 2008). These developments changed the application of fMRI measurements in cognitive science, in which fMRI signals have traditionally been interpreted as representing activation of cognitive task-specific or stimulus-specific neuronal processing. Thus, the early assumption of a direct relation between fMRI signals, brain activity and cognitive processes had to be modified, and more advanced approaches had to be used. On the one hand, this was an important methodical refinement but on the other hand it also changed the underlying assumption of these measurements, which, in turn, changed the interpretation of results.

#### Consequences for fMRI measurements

These lines of critique led some even to doubt that real progress has been made by this type of fMRI measurements. Indeed, some authors argued that the complexity of the relationships between mind and brain is too complex to be addressed by formulating questions from a single perspective (Cooper and Shallice, 2010). However, from another perspective, these challenges were advantageous in that they urged neuroscientists and cognitive scientists (i) to specify the questions more clearly so that they can be addressed by fMRI in the context of cognitive neuroscience (Coltheart, 2013;Mather et al., 2013) and (ii) to use fMRI more specifically to discriminate between alternative cognitive models by formulating hypotheses about the expected outcomes (Price, 2018). Moreover, these discussions led to an increased attention to the corroboration of results by inclusion of additional controls (e.g., comparison with patients with an informative set of deficiencies), by comparison with results of other methods, or the investigation of large datasets obtained by multi-center collaborations for which multi-variant pattern analyses and machine learning approaches can be used (Poldrack et al., 2017;Elliott et al., 2021;Peelen and Downing, 2023). However, these findings also changed the perspective for fMRI analysis of patients, because a conceptual analysis for the interaction between symptoms (cognitive deficits), structural lesions (brain damage) and functional changes (cognitive impairment) (Price, 2018) has been suggested that is driven by the idea of triangulation.In summary, the establishment and further developments in brain imaging techniques have been slow and long-lasting processes and have only been possible due to the contribution of many scientists from diverse disciplinary origins and research fields (Bandettini, 2012).

In a similar manner, the development of other important methods of neuroscience and their establishment took advantage from interdisciplinary collaborations as well, such as the developments of electrophysiology and patch-clamp recordings (Verkhratsky and Parpura, 2014). Some of these developments were more multi-disciplinary whereas others turned out to be truly interdisciplinary.[[6]](#footnote-6) Altogether, interdisciplinarity can aid the spread of better methods between scientific communities (Smaldino and O’Connor, 2022), but interdisciplinary projects can also provide a more complete picture of “real-world situations”, because the diverging perspectives of the different disciplines or fields can complement each other (Brignol et al., 2024).

# Difficulties in interdisciplinary and inter-field exchange as an obstacle for information transfer and the establishment of practical collaborations in today´s neuroscience

## Interdisciplinary and inter-field exchange in current neuroscience

Today´s neuroscience is widely interconnected with other disciplines, rendering awareness of the advantages and challenges of interdisciplinary collaborations highly relevant. For example, many neuroscientists may have collaboration partners belonging to other disciplines with different background assumptions, approaches or interpretations. While neuroscience shares many assumptions with other disciplines of the natural sciences (e.g., physics and chemistry) and still has similarities with the social sciences regarding empirical approaches (e.g., interventions or systematic investigation of cohorts), its closeness to some disciplines of the humanities (e.g., philosophy) appears rather low. Thus, it is not surprising that methodological and empirical collaborations between neuroscientists and natural scientists occur more regularly. Some of these were irreplaceable for the invention of novel technologies that are highly important for neuroscience today, such as stimulated emission depletion (STED) microscopy (Muller et al., 2012;Vicidomini et al., 2018), single cell sequencing (Boulgakov et al., 2020;Piwecka et al., 2023), modern brain imaging techniques (Philiastides et al., 2021;Vizioli et al., 2021;Stangl et al., 2023), advanced multi-electrode recordings (Chen et al., 2021;Urai et al., 2022), or advanced mass-spectrometric analyses (e.g., of the lipid compositions of brain parts) (Xu and Li, 2019;Yoon et al., 2022). Nonetheless, for many practically working neuroscientists the relative ease of such collaborations and the benefits of interdisciplinarity described above may be less intuitive, because (i) in their own collaborations or when establishing a new technology in the lab, their interactions with scientists from other disciplines often remain a sort of service-providing in which the benefits of long-standing and mutually fertilizing interactions cannot be accessed (e.g., mutual corrections by complementary approaches), and; (ii) the gap to distantly related disciplines from the social sciences or the humanities often appears so wide that scholars from the respective fields are reluctant to enter discussions, exchange or active collaborations with representatives of these disciplines, even though this may reveal interesting aspects by informing about relevant context (e.g., in social neuroscience) or by adding further factors to already complex research questions (e.g., in the relation between the scientific investigation of volition and discussions about the ‘free will’). Moreover, (iii) neuroscientists may be confronted with interdisciplinarity-type collaborations even within their own discipline, because their interaction with scientists from other fields of neuroscience with different educational backgrounds and diverging research traditions may suffer from complications similar to those of interdisciplinary collaboration[[7]](#footnote-7). Partially, this can be retraced to the roots of today´s neuroscience in very different disciplines that were formally unified under the umbrella term neuroscience (cf. section-2) without being able to fully remove the barriers between these rather diverse fields. Partially, the differences can be explained by the complexity of some research questions, which require collaboration in large and heterogeneous teams including scientists from various other disciplines. The first type can be considered as occasional interdisciplinary collaboration between fields of the same discipline, whereas the second type can occur even between individuals of the same team on a more continuous basis. However, here we use the term *inter-field type of interdisciplinarity* to refer to both types of interactions, because also the latter involves interlocutors that work as neuroscientists despite their origin in other disciplines. Thus, even collaborations between neuroscientists may be complicated by different backgrounds and thus share problems usually attributed to interdisciplinary collaborations and that might be more challenging than expected. Some of these complications and the occasional experience of dissatisfaction have been described recently (Wudarczyk et al., 2021;Brignol et al., 2024). To demonstrate some of these problems more specifically, we first summarize typical general problems observed in interdisciplinary collaborations from the literature (3.2), then illustrate underlying differences between scientific fields of neuroscience that may render inter-field collaborations difficult from a practice-oriented perspective (3.3)[[8]](#footnote-8), and, finally, expand to and emphasize some additional aspects that may be relevant, or even critical, for interdisciplinary and inter-field collaborations (3.4).

## Problems observed in interdisciplinary collaborations

### Social separations of research traditions can exacerbate differences in underlying assumptions

The beneficial effects of a cooperation between scientists from different disciplines or research fields are often explained by the complementarity of approaches, which compensate to some extent the limitations and biases of individual fields or disciplines (Darden and Maull, 1977). However, such complementing approaches are often embedded in different research traditions of disciplines or fields from which they often cannot easily be disentangled. Supposedly, this can be an obstacle for interdisciplinary collaborations, because these traditions typically correspond to different and partially isolated scientific communities. However, these communities often also have a diverging understanding of what constitutes a meaningful framework, which assumptions are justified, and why some experimental approaches are considered more reliable than others. Moreover, this separation is often reflected by specific terms and phrases used in the respective research tradition. The term ‘epistemic cultures’ has been coined for such differences between groups in science (Knorr-Cetina, 1999), and differences between ‘epistemic cultures’ may contribute to a separation of fields and may cause problems in cooperation. Accordingly, individual neuroscientists and their collaboration partners may actually belong to rather independent communities with different thinking traditions and styles although they consider themselves as part of the same broad community.

### General problems of interdisciplinarity also relevant for neuroscience

Various practical problems for interdisciplinary exchange and collaborations in the life-sciences have already been described in the literature, some of which can also be linked to the separation of groups of scientists into disciplines and fields, and thus allow a first orientation for interdisciplinary and inter-field collaborations. Lélé and Norgaard list the following challenges for interdisciplinary collaborations (Lélé and Norgaard, 2005) (to which we add illustrative examples from neuroscience between brackets): (1) differences in values that are – often unrecognized – associated with a particular study, such as the choice of questions, theoretical positions, variables and the styles of research (e.g., fundamental understanding vs real-world application; using fMRI either for studying brain processes or applying them for the diagnosis of patients; a preference either for the direct study of human individuals or for more indirect, but possibly more invasive investigations in model organisms), (2) differences in theories or explanatory models including their underlying assumptions when studying the same phenomenon (e.g.,different interpretations of similarities and differences between brains and computers; prioritizing biological or social contributions in the explanation of psychiatric disorders; different estimations of the explanatory power of animal experiments for psychiatric disorders between communities of investigators), (3) epistemic differences including differences in methods, notions of adequate proof and other fundamental assumptions (e.g.,in neuroscience different estimations of value and reliability of correlations, which are usually more accepted in disciplines and fields in which interventions are less possible; preference for direct and detailed investigations of individual patients or for large scale comparison together with statistical analyses), and (4) difficulties that are external to science and find their origin the way in which society interacts with and organizes academia and that affect the production of interdisciplinary research (e.g., emphasizing one discipline such as neuroscience with the ‘decade of the brain’ (1990) or important funding such as for the ‘Blue brain project’ (2005) can have detrimental side-effects on interdisciplinary projects by fostering a feeling of unjust preferential treatment or of superiority).

## Practical examples from complicated inter-field relations in neuroscience

But how do the problems described here in general terms apply to neuroscientists in daily practice, when they are involved either in interdisciplinary or inter-field collaborations? To illustrate this, we consider different fields of neuroscience, between which interaction, communication and collaboration can be challenging, and feelings of superiority of members of one field regarding another field occur frequently.

### Challenging relations between fields applying laboratory-type investigations and those performing ecological field experiments or developing clinical applications

Even among empirically oriented fields of neuroscience such as laboratory-type neuroscience, clinical neuroscience, and the neuroscience of wild-living animals, surprisingly different assumptions, methodological preferences and interpretative horizons seem to exist. This complicates exchange and collaboration, even though the complementary expertise of scientists working in these fields can be expected to compensate for the one-sidedness of each approach. Without a doubt, working in a ‘wet lab’ context is often linked to a special framework with assumptions and priorities that are not always easy to reconcile with those of studies emphasizing the importance of a complex ecological environment and clinical practice. To illustrate this, we first describe characteristics of laboratory-type experiments and the two other, more ecologically oriented, fields of investigation to next pinpoint important differences[[9]](#footnote-9). Thus, these fields can illustrate some of the above-mentioned differences for neuroscience. Keeping these in mind, some possible collaborative interactions are sketched.

#### Laboratory-type investigations to reduce various sources of variability

At the turn of the 21st century, mainstream neuroscience widely studied cultured cells (e.g., neurons), brain slices and model organisms under well-defined conditions and with standardized tests. This type of approach, which has been termed “biological neuroscience” (Gold and Stoljar, 1999), aims at identifying parts, activities and mechanisms (e.g., proteins, their enzymatic activities or processes involving many of these entities) to obtain a better understanding of their role in brain function and behavior. The power of this approach is related to reducing complexity by investigating parts (cells and brain slices), minimizing inter-individual differences by lowering the influence of genetic background and environmental variability, and obtaining higher reproducibility by tightly controlling experimental conditions. Altogether, this approach can thus reach a high level of internal validity or of the validity of a causal claim in a controlled setting. These approaches can be summarized by the reduction of complexity and variability, and the undeniable success of such ‘reductionistic approaches’ has occasionally led to its equation with the scientific method (Glasgow, 2008). However, these approaches primarily reflect a set of underlying assumptions, preferences and interpretations, which have obvious strengths but sometimes overestimate the generalizability of research findings obtained in tightly-controlled settings for subpopulations living under different conditions (Campbell, 1957;Jimenez-Buedo and Miller, 2010;Dirnagl et al., 2022). Consequently, a certain disregard of, and lower appreciation for, other types of investigations may prevail in these fields despite the merits of the latter. Thus, fields favoring this ‘reductionistic approach’ research style may be considered typical for a group with its own framework (e.g., concept or methods), which demarcates it from other disciplines or fields and, hence, resemble an epistemic culture (Knorr-Cetina, 1999).

#### Ecological field experiments

Other approaches emphasize the importance of studying an organism’s behavior and related brain processes in the environmental context in which an animal lives to investigate specific research questions (e.g., in ecological field experiments (Costa and Sinervo, 2004;Kihlstrom, 2021)). This approach focusses on the modulatory role of complex and ecologically-relevant environments, and on the correspondence between ecologically-relevant phenotypes and the living conditions of the species. For example, the physiological response to hypoxia can be investigated by studying specific human populations, such as Tibetans, living in high altitude for millennia, or animal species, such as elephant seals that dive deep and can thus be expected to have developed evolutionary adaptations to the hypoxic conditions upon exploring parts of their natural habitat (Murray et al., 2018;Piot et al., 2023). Obviously, such approaches differ from studies of the detrimental effects of hypoxia on mammalian brains in laboratory environments, which are often investigated in rodents by triggering hypoxia artificially to mimic disease states (e.g., arterial occlusion or stroke models), by inactivating specific genes of interest or by the application of certain drugs. Ecological field experiments allow for a better understanding of mechanisms that may have evolved in species or populations of a given niche and can obviously not be explored in model organisms in laboratory settings. The study of physiologically effective protection systems in organisms living in their natural environments adds very different, but highly valuable information. Such ethological approaches cannot take advantage of the typical tools used in ‘reductionistic approaches’ and thus, they are often limited by the variability of different study objects and the lack of internal controls. However, scientists of this tradition often weigh these limitations less, and tend to have a low appreciation for studies that were performed outside the normal habitat of the species of interest. Although these approaches address very different aspects, the establishment of joint research projects could implement different forms of interdisciplinarity. On the one hand, drawing on the experience from traditional laboratory research, new tools to investigate free-living animals (e.g., elephant seals (Kendall-Bar et al., 2022) or monkeys (Testard et al., 2024)) could be developed as a form of methodological interdisciplinarity. On the other hand, the results obtained in animals living in their natural habitat, which may be too extreme for other organisms to live in, might compensate for the limitations of studies in lab-raised model organisms (Piot et al., 2023) and foster empirical interdisciplinarity. However, a lack of mutual respect that cannot acknowledge the respective strengths of different approaches will favor a disregard of relevant results due to a focus on the possible shortcomings of the other disciplines.

#### Clinical neuroscience

Experiments in translational neuroscience aim at a better understanding of pathophysiological processes and at improving patient care. However, in this research domain the generalizability of results obtained in model organisms or relatively small groups of patients need not hold up under conditions encountered in the general population (Fernandez, 2013;Kympouropoulos, 2023). Moreover, findings considered relevant for humans in general may come into tension with the application to individual patients and the priority of their successful therapy may question advice exclusively based on ‘reductionistic approaches’ that aim at reducing inter-individual variability. In this respect, beneficial therapeutic options for a relatively small (sub)group of patients can be considered real and valuable progress (see for example (Villéga et al., 2024)). Such observations may depend on specific environmental conditions, a specific subpopulation of patients, or a combination of different factors that may be difficult to come across in clinical trials or laboratory conditions. Hence, it may be harder for such approaches to meet the gold standards of a randomized clinical trial or a meta-analysis of evidence-based medicine, although in some domains of clinical neuroscience (e.g., psychiatry) this problem is occasionally addressed by stratification methods (Hampel et al., 2023). Nonetheless, considering and incorporating such clinical observations into laboratory practice and corroborating such results in model organisms should have the potential to further improve ‘bench-to-bedside’ research by also transferring information from ‘bedside-to-bench’ (van der Laan and Boenink, 2015). This type of interdisciplinarity could excel in empirical interdisciplinarity between clinicians (e.g., neurologists or psychiatrists) and experimental neuroscientists but could also give rise to theoretical interdisciplinarity. However, combining the strengths of both approaches can be a demanding task due to the different goals of the respective traditions, particularly when differences in background assumptions are not acknowledged. Altogether, these examples illustrate that these fields have rather different perspectives and that interdisciplinarity should come with the acknowledgement that different disciplines and fields are all well-justified to use different methods. Thus, even an inter-field collaboration between these empirical traditions may benefit from a mediator that bridges different perspectives.

### Complicated relations between experimental and computational neuroscience

When studying complex processes of the brain and their progression over time, the methods of experimentally working and computational neuroscientists are obviously very different. In addition, underlying assumptions may also differ more than often realized by the scientists of these fields. As a consequence, these differences can render collaborations sometimes difficult in practice, hinder interactions and contribute to keeping parts of these fields separated. Some of the differences are more specifically related to underlying assumptions about how processing of information in the brain occurs. Parts of these assumptions are based on perceived and postulated similarities and dissimilarities between brains and computers[[10]](#footnote-10), which have already been amply discussed in the development of computational neuroscience. Other differences relate to the interpretation of the results of analyses and the status of mathematical solutions and computational algorithms. The latter can either be considered as: (i) summarizing descriptions of phenomena of interest that were observed by experiments studying the brain (e.g., changing activity patterns over time), (ii) as inherent properties of brain activities that can be described independently of their material basis (e.g., at the level of complex firing patterns and their mutual interdependencies without considering properties of the material basis), or (iii) as independent mathematical equivalents of physical processes that are underlying empirically observed phenomena. Thus, these interpretations can be considered as different possible answers to the question of whether or not the results of such approaches are ‘real representations’ of the signaling mechanisms in the brain. It is important to note that parts of the interaction between empirical and computational neuroscientists are truly interdisciplinary, because the latter has attracted many scientists from other disciplines, such as physics, mathematics or engineering. However, other parts are interdisciplinary-type interactions between members of different fields of neuroscience. These fields typically have different historical origins and the roots of the field of computational neuroscience in computer science may still be influential. Indeed, the latter has its own traditions, which reflect the development of a field that grew independently, and these traditions may still be influential today in some of the underlying concepts that are at work. To illustrate the complexity in the relation between empirically working and computational neuroscientists, we first describe the roots of computational neuroscience (3.3.2.1) and then describe some typical types of application of computation in today´s neuroscience (3.3.2.2).

#### ***Multiple interpretations of the relationship between brain activity and computation***

Many decades ago, Warren McCulloch claimed that relations in the central nervous system “can be treated by means of propositional logic” (McCulloch and Pitts, 1943, p. 115) and that “brains are a very ill-understood variety of computing machines” (McCulloch, 1965, p. 163). However, in the early 1980s, David Marr concluded that electrophysiological recordings along with microanatomy cannot sufficiently explain perception and cognition and proposed that full explanations require separate analyses at the computational level and the neuronal implementation level (Marr, 1982). Based on new insights provided by neuronal network models some authors subsequently proposed that “explain[ing] how electrical and chemical signals are used in the brain to represent and process information” may be within reach of computational neuroscience (Sejnowski et al., 1988, p. 1299). Indeed, computational neuroscience is expected to play an essential role in simulating and predicting the behavior of nervous systems when “experimental systems are [judged] too complex to allow collection of all the data” (Stern and Travis, 2006, p. 75). But unlike the use of computational approaches in other domains of science, “computational neuroscientists often assume that nervous systems … perform computations and process information” (Piccinini and Shagrir, 2014). Moreover, the idea that the brain can be compared to a computer has led to the metaphor of brains as computers and the invitation to model brain function through computation (Miłkowski, 2018). Since the beginning of the 21st century, with the increased power of computational analyses, predictions and reconstructions, the underlying assumption of ’computational neuroscience´ has broadened from a metaphor with heuristic potential, to the name of an entire field of neuroscience that uses computer models to perform analyses and develop novel concepts about neuronal functions and circuits (Miłkowski, 2018;Brette, 2022). Nevertheless, some authors continue to be of the opinion that we should view computation metaphorically and study brains using computation as a model or as a different level of abstraction (Ballard, 2015, Chirimuuta, 2024, Ch. 4). However, in these views the idea that neuronal circuits can be recapitulated in computational models is often based on the assumption that neurons display all-or-nothing binary activities which determine network activity (‘computation’). But this assumption has to be nuanced in view of the regulatory role of neurons secreting neuromodulators and neuropeptides, which ‘fine-tune’ neuronal networks by modulating synaptic and neuronal function (LeBeau et al., 2005;van den Pol, 2012). These findings seem to question one of the underlying assumptions of neural network modeling approaches but also illustrate that some background assumptions of computational neuroscience may differ from the working models of biological neuroscientists.

Computational neuroscientists often have different training than biological neuroscientists. Thus, their concepts of the brain and its functions may also be different. This renders the understanding of the actual study object (e.g., the underlying algorithm or its material realization) and the exchange about what is represented by computational models or what are the most promising approaches difficult between these fields. Hence, the interactions between computational and biological neuroscientists are an obvious field of interest when considering interdisciplinarity (e.g., by the ability to learn and improve from the results obtained by the other field). However, in practice the exchange can be complicated, not only by domain-specific assumptions and terminological differences, but also by a low awareness of differences in the conceptual framework in which a specific approach is performed.

#### Different perspectives on the power of computational tools in neuroscience

From a pragmatic perspective the potential of computational approaches is often used as a heuristic or strategic tool to extract information from complex and poorly understood data sets, without the need to understand the underlying biological mechanisms in detail. A relatively simple illustration of the latter, albeit not limited to neuroscience, is the prediction of functional elements in nucleic acid or protein sequences that act as binding sites for proteins (e.g., transcription factors) or nucleic acids (e.g., microRNAs) or harboring specific information (e.g. targeting signals (Kunze, 2018)). In these cases, key properties of such motifs are extracted from compilations of known binding sites, but the actual rules for such motif binding may remain obscure. Similarly, complex data sets obtained by multi-electrode brain recordings can be analyzed to identify several single unit activities, considered as individual neurons, and based on this, characteristic and repetitive pattern of neuronal activity can be described, for example as oscillations. In addition, computational approaches can be used to analyze large data sets and extract proxies of causal relations (Kanwisher et al., 2023), which can be interpreted as potential targets of interventionist approaches using optogenetic or chemogenetic methods (Jennings and Stuber, 2014;Buzsaki et al., 2015). These causal inferences are often motivated by a scarcity of interventional data and partially driven by the conviction that mathematical models can reveal critical variables and relations (Weichwald, 2021). Accordingly, computational neuroscientists sometimes treat algorithms, mathematical processes, and results of computational predictions as if they are implemented in neurons or brain circuits, which is often not easy to reconcile with the framework of biological neuroscience (Kanwisher et al., 2023). However, it often remains unclear, whether modelling presumes just a similarity in input-output relations, which can be mimicked by a computational algorithm, or whether the structural properties of neurons, networks and brains actually allow the realization of processes, which are very similar to computational processing and take place in the brain (Kanwisher et al., 2023). Accordingly, some approaches try to extract characteristic input-output relations from data sets obtained in living animals and employ mathematical models to narrow down these relations, whereas others reconstruct and mimic structural properties of neurons or brain areas and identify mathematical representations or algorithmic elements that are sufficient to generate the pattern. Still others use established models for some properties of neurons or brain regions to predict the expected input-output relations and to test the relevance of such structural or functional properties, which cannot be addressed empirically (e.g., reconstruction of dendritic information processing (Poirazi and Papoutsi, 2020)).

In these cases, consistent outcomes of computational predictions along with *post-hoc* experimental corroboration can be thought to represent another form of empirical interdisciplinarity. The spread of these approaches and the interpretation of recent computational analyses of results obtained by advanced functional MRI techniques have re-ignited a debate on the relation between correlation and causation in computational inferences and on criteria for the evaluation of their results (Moreau and Dumas, 2021;Novembre and Iannetti, 2021). In these debates some contributions from outside the community may lead to a new form of theoretical interdisciplinarity in the future (Dijkstra and de Bruin, 2016;Reid et al., 2019;Chirimuuta, 2021). In the context of interdisciplinary projects, a lack of clarity about the extent to which algorithms correspond to real processes in the brain or are ‘merely’ mathematical representations of the material processes in the brain may render collaboration with biological neuroscientists challenging. Particularly, diverging assessments of the specific contribution of computational analyses and the type of information that can be obtained by such approaches affects the evaluation of the explanatory power of results (Teufel and Fletcher, 2016;Chirimuuta, 2018;Chirimuuta, 2021). These examples show how concepts can be understood differently and how they can be mobilized in different stages of a research project (conceptualization, experimentation, interpretation). This illustrates that the interaction between experimental and computational neuroscientists or with scientists of different backgrounds can be more complicated than expected and, thus, it should not be too surprising that these groups often remain separated. In addition, it stresses that the reading and interpretation of publications from the other discipline or field requires caution.

Altogether, these examples illustrate that inter-field interactions in neuroscience can be negatively affected by very similar phenomena, factors or processes as interactions between disciplines (cf. 3.2.1). Moreover, they make it plausible that a lack of awareness for underlying differences can effectively foster misunderstandings, a low awareness for the need for complementary approaches, and an underestimation of potential benefits of inter-field exchange or collaborations.

### Practical problems in interdisciplinary and inter-field collaborations and critical elements

Problems in interdisciplinarity and inter-field collaborations, such as those illustrated above, can be considered as by-products of a low awareness of differences in the underlying conceptual frameworks of different disciplines or fields, and of the difficulties of communication between individuals and groups with diverging backgrounds. Conceptually, these problems become detrimental for collaborations, when they (i) complicate communication and hinder information transfer (e.g., because of conceptual or terminological differences); (ii) hinder scientific collaboration because of different conceptual frameworks, which include underlying assumptions, methodology, and interpretative horizon; (iii) make a commonly accepted interpretation of the phenomenon of interest difficult, because perspectives and preferences are too different, or (iv) jeopardize equal partnership, because some scientists have littler appreciation for the methods and approaches of the other fields or disciplines, or consider the understanding or perspective of their own field or discipline more valid, reliable or justified than those of others. The latter can cause a lack of respect, but also implicit or even subconscious feelings of superiority for their own discipline or field and assign the others a subordinate or service providing role in a joint project. This has been described by the philosopher Nancy Nersessian based on a study on the interaction between modelers and experimental scientists as follows: “… what we witnessed in the labs we investigated … is that modelers have little understanding of the possibilitiesand constraints of experimental practices, and experimentalists have little understanding of the nature and requirements of model-building— and, I would add, neither has an understanding of the epistemic norms and values of the other.”(Nersessian, 2022, p. 306). A little further, she insists that “… often each side positions the other as a service provider rather than a collaborator” and that “[t]he experimentalist requests the modeler to *“model my data,”* and in turn the modeler, as we frequently heard, *“order[s] my experiments” from the*m” (Nersessian, 2022, p. 309). Similar problems might appear between clinicians and computational neuroscientists and have been described between the fields of computational neuroscience and systems biology, which apparently have so little in common that the fields have been described as separated in spite of some superficial similarity (De Schutter, 2008).

We want to propose that some of the problems rendering such collaborations infrequent and complicated have common underlying causes, which are favored by insufficient education and training of neuroscientists in approaches not directly related to their scientific practice. This encompasses low appreciation for reflections on and specification of the underlying assumptions of research programs, methods and interpretations, and for questions of language and concepts that underlie communications. It has been suggested previously that some of the problems in interdisciplinary exchange are related to differences between fields and the way in which their scientific activities are structured around conceptual and methodological frameworks (MacLeod, 2018). However, in many cases, field-specific practices remain opaque to outsiders (Brown et al., 2015;MacLeod, 2018), which also can include members of other fields (e.g., between different fields of neuroscience), and would require explanations and specification. Researchers will most likely benefit from increased awareness of the existence of different research traditions and the ability to communicate, both, the advantages and limitations of their own methods. This requires that specific assumptions, preferences, and limitations of one’s field are made explicit in order to prevent perspectival narrowing. Better understanding of disciplinary characteristics should raise mutual respect for different traditions without fearing to compromise the value of one´s own research and facilitate the exploration of joint research strategies to integrate the specific advantages of different research fields.

Another challenge is to deal with *terminological differences or ambiguities* between disciplines or fields and to work out differences in the meaning of some terms and the underlying concepts. Sometimes different terms seem to be used for a similar construct or notion with nuances (e.g., the distinction between “state anxiety” and “trait anxiety” and between fear and anxiety, made in psychology, are widely disregarded in many fields of neuroscience using animal behavioral experiments) whereas in other cases scientists employ the same term for different things (e.g., biologically-oriented or computational neuroscientists using the term ‘model’ may refer to a computational program, a graphical illustration or an organism (Frigg and Hartmann Stephan, 2020)). But it can also happen that when the same words are being used in two or more fields or disciplines, they may either have overlapping but somewhat different meanings for the parties involved (for example ’stress‘, ‘coding’ or ‘computation’) or even refer to different concepts such as that of ‘causality’, which has presumably different meanings in biological neuroscience, computational neuroscience and cognitive neuroscience, respectively (Rolls, 2021;Barack et al., 2022). In the latter case, causality can either mean a concept about reality that is used to explain experimental results, a basic assumption necessary for a certain type of analysis (methodological, e.g., Granger causality) or a mechanistic assumption, for which the mathematical correlate is to be identified (cf. Lélé and Norgaard, 2005 point 3) above). The ‘language problem’ has been mentioned in the context of the Human Brain Project (Aicardi and Mahfoud, 2024) but, not surprisingly, problems of common language use have also been acknowledged in the exchange with other disciplines such as neuroscience and law (Buckholtz and Faigman, 2014) and neuroscience and psychoanalysis (Scalzone, 2005). Thus, being aware of and becoming more sensitive in practice to differences in terminology and the concepts underlying specific terms should be a first step in promoting interdisciplinarity. Moreover, clarification and the development of a common language and the reference to shared concepts can be expected to facilitate interdisciplinary exchange and collaborations involving neuroscientists. At first glance, achieving a sort of *lingua franca* or ‘mediation language’ that is valid in all neuroscientific fields and widely shared with other disciplines may appear necessary. However, concepts and terms are often so intertwined with the methodology and theory of fields or disciplines that finding common ground might require accepting the use of more loose or vague concepts. Accordingly, the corresponding terms may even appear inherently imprecise (e.g., ’self‘, ’stress,’ and ’computation’, because they play various heuristic roles in different fields). Indeed, some concepts may even seem to have little common measures between disciplines (e.g., resilience between ecology and the social sciences) and become close to incommensurable in interdisciplinary projects and render them very difficult to use in such projects (for example (Annerstedt, 2010;Olsson et al., 2015)). However, these ambiguities can also occasionally be utilized intentionally as loose or vague concepts at the boundaries of fields or disciplines and serve as so-called boundary objects (Star, 1989a;Star, 1989b), which facilitate converging developments as common long-term research strategies between different communities (Löwy, 1992;Neto, 2020). In this context, it might be more helpful to consider a widely accepted *lingua franca* as some kind of parlance with common core vocabulary reflecting shared ideas that support communication between different communities, similar to the situation in ancient Mediterranean communities, or as a “creole” (Galison, 1997;Thagard, 2009;Mazzocchi, 2019). Finally, it may be important to understand that some arguments may be well-established in one discipline or field but less accepted in another, which may render their evaluation less clear in the context of interdisciplinary-type exchange.

In summary, it would be helpful to recognize the diversity of scientific cultures in different disciplines and fields, which render mutual understanding between these research traditions difficult and interdisciplinary collaborations a challenging task. Some of these problems can be addressed by an increased awareness of the problem and more time devoted to further clarifications alone, but others might require support from outside by individuals with complementary training.[[11]](#footnote-11)

# Interactions with philosophers to improve interdisciplinarity in neuroscience

The description so far may convince the reader that interdisciplinary or inter-field exchange and collaborations are often more challenging than anticipated and can complicate otherwise exciting and promising projects. Thus, identifying causes for misunderstandings, addressing critical points or searching for common ground in joint projects may be essential to promote, foster or improve these types of collaboration. In such challenging situations, progress may require that all partners collaborate to recognize and highlight differences in the orientation of research questions, the underlying assumptions, or the interpretative horizon. Moreover, they may need to specify their own conceptual framework and explain terms and concepts that are well-established within their own community. However, in academic education the awareness of the need to develop these skills is surprisingly low, given the frequent posting of institutional incentives for interdisciplinary projects. To address this problem, neuroscientists could either try to acquire the necessary skills themselves or to obtain support of experts with proficiency in these skills. Here, we want to propose that part of the typical skill set of philosophers could support neuroscientists in their interdisciplinary activities, because they are complementary to those of neuroscientists. In the course of their training, philosophers usually acquire a set of skills, a ‘philosophers´ toolbox’, which should enable them to facilitate interdisciplinary or inter-field collaborations involving neuroscientists. While basal philosophical education should render *philosophers* proficient in the analysis of arguments and concepts, *philosophers of science* bring to the table a large body of information about scientific practice, concepts and argumentations. This understanding has been developed by observation of scientific practice, text analyses, and exchange or collaborative interactions with scientists (Kaiser et al., 2014), which may even encompass the long-term participation in scientific projects for which the term ‘philosophy *in* science’ has been coined (Pradeu et al., 2024). Moreover, some subfields of philosophy of science such as the philosophy of biology and the philosophy of neuroscience offer a wide variety of contributions, which address similar topics as neuroscientists but from a different perspective and under different assumptions. Of note, and in contrast, the field of *neurophilosophy* is concerned more with the implementation and application of neuroscientific understanding to questions traditionally linked to philosophy (Churchland, 2007). This illustrates that the interaction between neuroscientists and philosophers is interdisciplinary by itself.

Some expected benefits of philosophical contributions on the use of language and underlying concepts in neuroscience have been described by Max Bennett and Peter Hacker in their book “Philosophical foundations of neuroscience”. The authors argue that the “province [of analytic philosophy] is not the domain of empirical truth or falsehood, but the domain of sense and nonsense” and that “[t]he solution proposed may be philosophical clarifications on the one hand, or empirical discoveries and scientific theories, on the other.” (Bennett and Hacker, 2005, p. 399). Thus, the contribution of philosophers to neuroscience does not necessarily depend on their scientific excellence but rather on expertise to clarify or work out problems and ambiguities. Becoming aware of terminological inaccuracies and conceptual inconsistencies can be enlightening for neuroscientists and can help improving their own thinking and, hence, foster interdisciplinary activities. Moreover, philosophers of science can also contribute to the identification of sources and potentials for and limitations of interdisciplinary collaborations because of their long-standing study of scientific practice (MacLeod, 2018). Indeed, when some neuroscientists and philosophers realized that there were problems in the use of the terms, such as ’representation’”, ‘code’ and ’computation’, they identified different forms of use and suggested clarification while acknowledging input from philosophy (Barack and Krakauer, 2021;Baker et al., 2022).

Finally, philosophers cannot only address concepts and topics that are concomitantly very close to scientific practice, but also reflect on important ‘meta-scientific’ or epistemic questions (e.g., causality, scientific realism, or the relation between regularity and necessity). This approach has a long-standing tradition in the general philosophy of science but has recently been applied to neuroscience (Bassett et al., 2018;Chirimuuta, 2018;Chirimuuta, 2021;Ross and Bassett, 2024). Accordingly, a request for better clarification of different causal concepts at work in neuroscience has recently been stated in an article co-authored by a philosopher and a neuroscientist (Ross and Bassett, 2024). The authors argue that the understanding of causality in general is naturally relevant for neuroscience and for the interpretation of results obtained, but differs across fields of neuroscience (e.g., computational neuroscience, pharmacology & therapy of neuroscientific diseases, neurobiology, or psychiatric diseases) (Barack et al., 2022). Indeed, distinct concepts of causality can be related to different fields and these assumptions have been addressed for computational neuroscience regarding the understanding of the mind (Rolls, 2021), the role it plays in explanations at the interface between computational and empirical neuroscience (Chirimuuta, 2018), or the difference between causation and correlation to problematize this dichotomy (Moreau and Dumas, 2021). Bringing forth perceived differences in the strength of causal claims, the understanding of the relation between observation and testing of hypotheses, and in the burden of proof should help to reduce communication barriers in joint scientific endeavors. In general, interdisciplinary research projects can be expected to benefit greatly from time dedicated to discussing the use of terms and the establishment of assumptions. Consequently, it is important to develop new tools to facilitate exchange between individuals or groups and to foster the implementation of interdisciplinary collaborations (Nancarrow et al., 2013;O’Rourke and Crowley, 2013). Altogether, philosophers can contribute to some of the most critical aspects of interdisciplinary or inter-field collaborations that are underlying the problems described by Lele and Norgard and by our examples above.

# Different forms of collaboration of neuroscientists with philosophers

As described, in interdisciplinary collaborations problems are often linked to differences in assumptions, methods, and conceptual frameworks, which can be further exacerbated by a low awareness of the potentially detrimental consequences of unclear or only seemingly shared terminology. Intensifying the collaboration between neuroscientists and philosophers might, therefore, be a promising strategy to support various forms of interdisciplinary-type research. Because of their training in the analysis of problems of terminology and the rigor of argumentation, philosophers are in a privileged position to identify sources of misunderstanding between the collaborating fields and, hence, to support interdisciplinary activities (Kaiser et al., 2014;Laplane et al., 2019a). Moreover, philosophers have also addressed problems of interdisciplinary research themselves and emphasized the importance of conceptual clarification and rigorous argumentation to facilitate interdisciplinary dialogue (Hoffmann et al., 2013;Holbrook, 2013;O'Rourke and Crowley, 2013).

However, the collaboration between neuroscientists and philosophers is interdisciplinary in itself with different ways of approaching questions and argumentation, and thus this exchange can come with some of the problems discussed before. However, in philosophy the recent switch to a more practice-oriented philosophy of science (philosophy of science in practice; (Boumans and Leonelli, 2013)) has led to more reflection of philosophers on their role in exchange and participation in collaborations with scientists. An overview suggested to distinguish reflective approaches in philosophy of science from more collaborative ones, which require regular interactions between philosophers and scientists around a common problem (Kaiser et al., 2014). In the latter, the exchange is also in the interest of the philosophers, because they want to learn about processes in science and understand the phenomena better. In this context, the interactions between neuroscientists and philosophers can thus be beneficial for both sides and philosophers with this perspective might be particularly interesting interaction partners. However, neuroscientists must not forget that the interaction with philosophers is inherently interdisciplinary. Thus, neuroscientists may be confronted with different styles of argumentation and critique that appear less concrete or even picky and may reflect different academic cultures. Consequently, these interactions may benefit from personal acquaintance, long-standing interactions fostering trust and the continuous learning about the other’s language and thinking tradition (O'Rourke and Crowley, 2013) (famous pairs of philosophers and neuroscientist are John Bickle & Alcino Silva, Max Bennett & Peter Hacker, Carl Craver & Shayna Rosenbaum). However, these personal long-lasting interactions are not always possible. Nevertheless, neuroscientists can consider other forms of interactions with philosophers which differ in intensity and duration of interaction, to the extent of active practice in specific skills, and thus in the expected insights and effects on the interdisciplinary skills of neuroscientists[[12]](#footnote-12).

## Philosophy of science applied to neuroscience

This approach emphasizes the wealth of knowledge about scientific methods, approaches and concepts that has accumulated in philosophy of science and that is available to neuroscientists in the form of literature and qualified individuals (Fig. 1A). From the early 20th century and the positivism of the Vienna circle, philosophy of science has dealt with formalizing scientific methodology and establishing criteria, such as empirical confirmability, to distinguish meaningful scientific statements from metaphysical or non-scientific ones (Neurath et al., 1996). However, in its present-day form, philosophy of science often provides detailed analyses of scientific practice, and reflects on models and explanations used in knowledge acquisition in neuroscience, but from a philosophical point of view (Bechtel and Huang, 2022). This modern-day approach remains mainly in an external position of describing and commenting on scientific processes without attempting to intervene in or prescribe scientific practice (Kaiser et al., 2014) and thus differs from work by early 20th century philosophers of science who often tried to prescribe idealized forms of scientific investigations. Awareness of the internal workings of scientific research and different modes of knowledge production in general can help neuroscientists to recognize similar processes in their own interdisciplinary practice. Moreover, philosophers of science have reflected on various topics relevant for (neuro)scientific practice, some of which have been mentioned above, such as “models in science”, “causality” or “reductionism”. These contributions reflect on concepts fundamental to (neuro)science on which scientists can then build further. Neuroscientists can take advantage of this external general perspective to recognize and avoid typical types of errors made in the past and to respond to constructive criticism of their actual practice. Importantly, this type of information transfer between philosophers and neuroscientists regarding philosophy of science does not require direct exchange and can be achieved by the effort of the neuroscientist to read the existing literature in philosophy of science. For example, two recent papers published in high-impact factor journals that were written by neuroscientists contain many references to publications by philosophers of science, which the authors considered valuable (Rolls, 2021;Levenstein et al., 2023).

## Philosophy for neuroscientists

Another approach is to focus on the direct exchange between scientists and philosophers when they share an interest in a topic or a research question, and the latter present their points of view to the former on certain occasions (Fig. 1B). This can raise the interest of scientists for philosophical methods when they are applied directly to specific research questions. By this means, scientists become familiar with the thinking style(s), frameworks and methods philosophers utilize in practice. In addition, observing different approaches and comparing various tools should enable neuroscientists to become more aware of some of the characteristic hurdles to interdisciplinary practice. Such exchanges between neuroscientists and philosophers can occur in courses or interdisciplinary exchange events (for example through networking events at neuroscience conferences[[13]](#footnote-13)), in part because their expertise allows philosophers to mediate between scientists and the positions of philosophy of science reflecting on this practice (Kaiser et al., 2014). Moreover, philosophers can make some scientific assumptions and terms explicit, propose how they may be articulated better when they are used in different scientific disciplines or fields, and indicate standards for good scientific methods and theories (De Haro, 2020). For this purpose, philosophers need to “study the heuristic techniques that scientists use to explore, model and analyze complex systems” instead of starting with particular idealizations (Wimsatt, 2007, p. 8). Thus, a philosopher like Bill Wimsatt, who has been proposed to do “philosophy for science” (Griesemer, 2008; 2011), has also engaged in debates with neuroscientists. Such local and limited interaction processes do not require a constant investment of time and energy, but can provide a wealth of information in workshop-like events. This type of interaction may result in joint papers reflecting a personal interaction between neuroscientists and philosophers based on meetings at different levels (Barack et al., 2022;Ross and Bassett, 2024).

## Philosophy in neuroscience

Finally, scientists can benefit from direct participation of philosophers in their research projects (Fig. 1C). This approach includes philosophers structurally in long-term projects, in which they continuously participate and either make their own thematic contributions (e.g., theories or suggestions for experiments) that are directed to and can be used by scientists (Laplane et al., 2019b;Pradeu et al., 2021) or foster interdisciplinary interactions of neuroscientists with scientists from other fields (*cf*.4). In this context, getting to know each other progressively better can improve the mutual learning process and facilitate the acquisition of important interdisciplinary skills. Moreover, such research projects can be expected to benefit from the intellectual contributions of philosophers because the latter can broaden the perspective of neuroscientists and might even reveal aspects that were previously unnoticed by the internal perspective of the neuroscientific community. As such, it attempts to avoid a merely unilateral relationship between philosophy and the sciences (Kaiser et al., 2014;Pradeu et al., 2021). This can be mitigated either by publications written by philosophers for neuroscientists (Van Gelder, 1998;Thagard, 2009;Barwich, 2019) or by joint publications between neuroscientists and philosophers (Rosenbaum et al., 2016;Barwich, 2019;Mok et al., 2021;Bickle et al., 2022;Barwich and Severino, 2023).

Whereas the first approach (philosophy of science) primarily tries to extract relevant information from philosophical literature without necessarily exchanging with philosophers, the second approach (philosophy for neuroscientists) aims at taking advantage of occasionally organized interactions between scientists and philosophers and the third approach (philosophy in science) counts on a more long-term involvement of philosophers in neuroscientific practice. Neuroscientists may need to consider which format is best suited to expand their horizon or to address the problems of their current interdisciplinary research project. From the perspective of a neuroscientist interested in interdisciplinary research ‘philosophers *of* neuroscience’ have potentially interesting things to say, but these may be obscured by formulations (terms, phrases, or metaphors) not familiar to neuroscientists. However, efforts of neuroscientists to familiarize themselves with these traditions can be expected to pay off with exposure to and practice with the philosophy of science literature. Given that ‘philosophers *for* science’ share an interest with neuroscientists and take inspiration from their approaches, it should be easier for neuroscientists to engage in productive exchange with these philosophers. ‘Philosophy *in* neuroscience’ seems like a promising, but highly challenging, approach, as philosophers take scientific problems as a starting point to mobilize their own ‘toolkit’ to propose improvements and alternative solutions to neuroscientists. In the long run, this approach may be highly rewarding but requires more continuous collaboration and mutual understanding. Some neuroscientists may have philosophical training or philosophical inclinations, or may already be engaged in exchanges with philosophers, but for others this particular opportunity may be of help to develop specific skills and thus foster interdisciplinarity. Obviously, all forms of collaborative integration of philosophers in neuroscience teaching and research should ensure equal partnership and, thus, occur in a way in which neither party claims a dominant role nor requests to fully master the other party’s discipline.

# Outlook

Neuroscience is inherently interdisciplinary, and this characteristic can be expected to last, because it enables researchers to address complex study objects at different levels using new methods. Thus, a lack of such interdisciplinarity would generate disciplinary or field-specific islands of knowledge with very limited interconnections, and, hence, limit the power of corroboration by different methods to increase the robustness of analysis (Wimsatt, 2007). Neuroscientists, along with their national and international scientific societies, as well as educational programs promoting and calling for interdisciplinarity should be aware of and acknowledge the opportunities, but also of the difficulties of interdisciplinary research endeavors. These institutions should help neuroscientists to develop the proper skills not only to submit interdisciplinary projects, but also to effectively conduct them. Personal experience of fruitful and satisfying interdisciplinary interactions is obviously important (Brown et al., 2015) but to provide neuroscientists with skills to collaborate better and more effectively is also essential.

We are convinced that the progress in neuroscientific understanding will increasingly require the ability to work interdisciplinarily. However, such endeavors require properly trained neuroscientists as well as mediators to facilitate such interactions. Philosophers are certainly not the solution for all problems, but their specific sets of skills and methods can make them valuable partners in these endeavors. Increased interactions with philosophers could be achieved by re-introducing or fostering philosophy of science courses in neuroscience *curricula* and specific funding opportunities for interdisciplinary sessions in both neuroscience and philosophy conferences.

# Figure and table legends

**Table 1: Different forms of interdisciplinarity** with a short description (column 2) and illustrated using the development of brain imaging techniques as an example (column 3). Please note that the list of scientists participating in these different forms of interdisciplinarity is only suggestive and linked to the example (column 4).

**Figure 1**: **Different opportunities for neuroscientists to engage in interactions with philosophers**: (A) Philosophy *of* science applied to neuroscience: scientists can take advantage of the available ideas provided by philosophers of science, who observe, conceptualize and reflect on scientific practice to develop descriptions, criteria, and suggestions for improvement. (B) Philosophy *for* neuroscientists: neuroscientists and philosophers sharing interests in similar broad research questions can exchange and discuss topics of interest at interdisciplinary events or in special issues of neuroscientific journals, to experience the benefits of the complementary skills of these two disciplines. (C) Philosophy *in* neuroscience: neuroscientists involve philosophers directly in their specific research projects, in which philosophers can clarify assumptions, discuss concepts and develop novel frameworks. Dashed arrows indicate activities of the neuroscientist (reading in A, discussing in B and involving in projects C), grey borders highlight communities in B & C.
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1. Although the terms "field" and "discipline" are sometimes used interchangeably, they refer to different areas of academic inquiry. "Field" usually means a particular area of study dealing with a specific subject matter, methodologies, and research questions. Fields can encompass a wide range of topics and subtopics, and they often involve interdisciplinary collaboration. In contrast, "disciplines" are understood as scholarly areas organized around specific academic subjects, often grouping different fields, and characterized by a set of theories, principles, methods, and standards of practice. Disciplines often have well-established structures reflected by university departments and grant university diplomas (Jacobs, In defense of disciplines, 2013). Neuroscience can thus now be considered a discipline, even though it has started as a field in the past. [↑](#footnote-ref-1)
2. Historically the plural of the term “neurosciences” has been used, but for consistency we use the singular “neuroscience” throughout the rest of this manuscript. [↑](#footnote-ref-2)
3. In contrast to interdisciplinary approaches, in multidisciplinary approaches researchers address a common problem only from their own disciplinary perspective. Finally, in transdisciplinary approaches scientists attempt to dissolve their disciplinary boundaries while their collaborating partners try to surpass their own disciplines Rosenfield, P.L. (1992). The potential of transdisciplinary research for sustaining and extending linkages between the health and social sciences. Soc Sci Med 35**,** 1343-1357, Mazzocchi, F. (2019). Scientific research across and beyond disciplines: Challenges and opportunities of interdisciplinarity. EMBO Rep 20. [↑](#footnote-ref-3)
4. Exemplarily, combining the development of large scale fMRI with theoretical studies on the temporal dynamic of complex brain activity patters allowed the development of functional connectomics measurements based on resting-state fMRI and its clinical applications Matthews, P.M., and Hampshire, A. (2016). Clinical Concepts Emerging from fMRI Functional Connectomics. Neuron 91**,** 511-528, Amemiya, S., Takao, H., and Abe, O. (2024). Resting-State fMRI: Emerging Concepts for Future Clinical Application. J Magn Reson Imaging 59**,** 1135-1148, Kringelbach, M.L., Sanz Perl, Y., and Deco, G. (2024). The Thermodynamics of Mind. Trends Cogn Sci 28**,** 568-581.). Additional: (Bandettini, 2012; Price, 2012; Coltheart, 2013; Mather et al., 2013; Coltheart and Caramazza, 2017; Peelen and Downing, 2023) [↑](#footnote-ref-4)
5. Connectionism is a broader paradigm of modeling of networks (including artificial neuronal networks (ANN)), while distributionism focuses on how information is represented within these networks (in particular in the brain). [↑](#footnote-ref-5)
6. The famous collaboration between Alan Hodgkin and Andrew Huxley (A neurophysiologist and biologist, respectively) took advantage of their technical and engineering skills developed during WW-II. Indeed, Huxley was involved in the development of radar control and anti-aircraft guns while Hodgkin developed radars) Schwiening, C.J. (2012). A brief historical perspective: Hodgkin and Huxley. *J Physiol* 590**,** 2571-2575. This fits with the observation that many Nobel prize laureates for medicine, have an additional educational background, many in physics or chemistry. Li, D., Wang, Y., and Liu, Z.-P. (2021). Academic background of Nobel prize laureates reveals the importance of multidisciplinary education in medicine. *Social Sciences & Humanities Open* 3. [↑](#footnote-ref-6)
7. The term ‘interdisciplinary-type collaboration’ is used here to summarize interdisciplinary and inter-field collaborations. [↑](#footnote-ref-7)
8. The examples of 3.3 are linked to practical experience of some of the authors and may illustrate more general patterns. [↑](#footnote-ref-8)
9. It goes without saying that not all members of these communities share the same attitude. [↑](#footnote-ref-9)
10. This refers to the early phase of neuroscience, in which brain has been compared to computers and neuronal processing to computation, which has been used with different intentions to express similarity, analogy or functional identity. [↑](#footnote-ref-10)
11. These examples illustrate that neuroscientists should benefits from an awareness of typical problems in interdisciplinary and interdisciplinary-type interactions and collaborations with scientists from other disciplines or fields of neuroscience, to recognize and address them specifically (although they are often disregarded because the involved partners believe to share the same framework). [↑](#footnote-ref-11)
12. In a similar approach different forms of engaging with other disciplines have been formulated for the philosophy of science “Interdisciplinarity in Philosophy of Science” by Marie Kaiser, Maria Kronfeldner and Robert Meunier (J Gen Philos Sci (2014) 45:59–70, DOI 10.1007/s10838-014-9269-1). Of note, the three modes of interaction between scientists and philosophers has little in common with the three modes of interaction between neuroscience and philosophy discussed by Bartosz Brożek in Philosophy and Neuroscience - Three Modes of Interaction (<https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2378013> Indeed, the possible relations described by Brozek include isolation, replacement and interplay. It is only within this latter category that our three modes of interaction can be considered. Similarly, the distinction between metaphysics *for* and metaphysics *in* biology has been discussed by Vanesa Triviño (Synthese (2022) 200:428

    https://doi.org/10.1007/s11229-022-03897-3) [↑](#footnote-ref-12)
13. Getting acquainted with long-standing philosophical debates, which overlap in content with actual debates in neuroscience (e.g. consciousness in the FENS-contribution by J.P.Changeux) or share a common topic (e.g. subjectivity and first order perspective as topic in philosophy (qualia), but also as an experimental challenge for neuroscience & psychology as introduced by Ann-Sophie Barwich for the perception of smell at the FENS) might prevent them from the need to rediscover well-known errors or to reinvent conceptual frameworks already established in philosophy. [↑](#footnote-ref-13)