EXISTENCE OF SOLUTION FOR TWO CLASSES OF QUASILINEAR
SYSTEMS DEFINED ON A NON-REFLEXIVE ORLICZ-SOBOLEV SPACES
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ABSTRACT. This paper proves the existence of nontrivial solution for two classes of quasilinear
systems of the type

—Ag,u= Fy(z,u,v) + ARy(x,u,v) in Q

—Ag,v = —Fy(z,u,v) — ARy (z,u,v) in

u=v=0 on 0

where A > 0 is a parameter, Q is a bounded domain in RN (N > 2) with smooth boundary
9. The first class we drop the Az-condition of the functions ®;(i = 1,2) and assume that
F has a double criticality. For this class, we use a linking theorem without the Palais-Smale
condition for locally Lipschitz functionals combined with a concentration—compactness lemma
for nonreflexive Orlicz-Sobolev space. The second class, we relax the As-condition of the
functions ®;(¢ = 1,2). For this class, we consider F' = 0 and A = 1 and obtain the proof based
on a saddle-point theorem of Rabinowitz without the Palais-Smale condition for functionals
Fréchet differentiable combined with some properties of the weak™ topology.

1. INTRODUCTION

In the present paper, we consider the existence of nontrivial solution for a large class of
quasilinear systems of the type
—Ag,u = Fy(r,u,v) + ARy(x,u,v) in 2
(1.1) —Ag,v = —Fy(x,u,v) — ARy(x,u,v) in 2
u=v=0 on 0f2

where A > 0 is a parameter, {2 is a bounded domain in RN (N > 2) with smooth boundary 52,
F:OxR? - Rand R:Q x R? = R are continuous function verifying some conditions which
will be mentioned later. It is important to recall that

Agyu = div(6:(|Vu))Vu)

where ®;(i = 1,2) : R — R is a N-function of the form

0
(1.2) (1) = /0 séi(s)ds,

and ¢; : (0,00) — (0,00) is a C* function verifying some technical assumptions.
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Set &1 =: ¢, v =0, Fy(x,t,0) = 0 and R,(z,t,0) = 0, for all ¢ € R. Then the system (1.1)
reduces to the following quasilinear elliptic equation:

—Agu = f(x,u) + Ar(z,u) in Q
{ u=0 on 0N

where  is a domain in RY, f(z,u) = F,(x,u,0) and r(z,u) = R,(z,u,0).

The equations like (1.3) have been arousing great interest among scholars. We refer readers
to [4,11,13,14,19,26,27,28,33] and reference therein for more information. In all of these works
the so called Ay-condition has been assumed on ® and ®, which ensures that the Orlicz-Sobolev
space VVO1 "b(Q) is a reflexive Banach space. This assertion is used several times in order to get a
nontrivial solution for elliptic problems taking into account the weak topology and the classical
variational methods to C! functionals.

In recent years many researchers have been relaxing the As-condition of the functions ®
and ® to study the equation (1.3). From a mathematical point of view the problem becomes
more subtle, because in general the functional energy associated with these problems are in
general only continuous and the classical variational methods to C' cannot be used. Also,
the weak topology cannot be taken into account, since I/VO1 ’(I)(Q) may not be reflective. For
example, in [25], Garcifa-Huidobro et al. have considered existence of solution for the nonlinear
eigenvalue problem like (1.3) where r is a continuous function verifying some other technical
conditions. In the first part of that paper the authors consider the function ® = (et2 —1)/2.

More recently, Fukagai et al, in [12], studied the equation (1.3) assuming that the N-function
® may not verify the Ag-condition. In that paper, the authors assumed that f has a critical
Sobolev growth, r is a subcritical term and A is a real parameter. Using variational arguments
along with the second concentration—compactness lemma of P. L. Lions for nonreflexive Orlicz-
Sobolev space, they showed that there exists a constant A\g > 0 such that the boundary-value
problem (1.3) has a nonnegative nontrivial solution in T/VO1 ®(Q) for any A > Xg.

Already in [9], Silva, Gongalves and Silva, considered existence of multiple solutions for a
class of problem like (1.3). In that paper the Ag-condition is not also assumed and the main
tool used was the truncation of the nonlinearity together with a minimization procedure for
the functional energy associated to the quasilinear elliptic problem (1.3). In another paper,
Silva, Carvalho, Silva and Gongalves, in [10], study a class of problem (1.3) where the energy
functional satisfies the mountain pass geometry and the N-function ® does not satisfy the
As-condition and has a polynomial growth.

Set ¢1(t) = [t|P — 2, ¢p2(t) = [t|? — 2 (p,q > 1). Then system (1.1) reduces to the following
(p, q)-Laplacian system:

(1.3)

—Apu = Fy(z,u,v) + ARy (x,u,v) in Q
(1.4) —Ayv = —Fy(z,u,v) — ARy(z,u,v) in Q
u=v=0 on 0

For the case where p = ¢ = 2, this class of systems is called noncooperative and in recent
decades many recent studies have focused on it. For example, in [15], Ding and Figueiredo
consider the noncooperative system (1.4) with A = 1 allowing that the function F(x,u,v) can
assume a supercritical and subcritical growth on v and u respectively. They established the
existence of infinitely many solutions to (1.4) provided the nonlinear terms F' and R are even in
(u,v). Already in [24], Clapp, Ding and Herndndez showed that multiple existence of solutions
to the noncooperative system (1.4) with some supercritical growth can be established without
the symmetry assumption. Motivated by some results found in [24] and [15], Alves and Monari

in [5] studied the existence of nontrivial solutions for (1.4) when p and ¢ are different from 2,
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A =1 and F(x,u,v) has a supercritical growth on variable v and has a critical growth at infinity
on variable u of the type |u[P” with p* = pN/(N — p), the critical exponent of the embedding
W& P(Q) < LP" (). The main difficulty in this case case is the lack of compactness of the
functional energy associated to system. To overcome this difficulty, they carefully estimate
and prove through the concentration—compactness principle due to Lions [32] the existence of
a Palais-Smale sequence that has a strongly convergent subsequence.

In a brief bibliographical research, we can mention some contributions devoted to the study
of system where ®; and ®; are less trivial functions, as can be seen in [20,23]. We would like
to highlight the paper [23], Wang et al. considered the following quasilinear elliptic system in
Orlicz-Sobolev spaces:

—Ag,u = Ry(z,u,v) in Q
(1.5) —Ag,v = Ry(z,u,v) in Q
u=v=0 on 00

where € is a bounded domain in RV (N > 2) with smooth boundary 9. In that paper when
F satisfies some appropriate conditions including (®;, ®9)-superlinear and subcritical growth
conditions at infinity as well as symmetric condition, by using the mountain pass theorem and
the symmetric mountain pass theorem, they obtained that system (1.5) has a nontrivial weak
solution and infinitely many weak solutions, respectively. Some of the results obtained extend
and improve those corresponding results in Carvalho et al [26].

In [20], Huentutripay-Manasevich studied an eigenvalue problem to the following system:

—Ag,u = ARy (z,u,v) in Q
—Ag,v = ARy(z,u,v) in Q
u=v=0 on df2
where the function R has the form
R(z,u,v) = Aj(x,u) + b(x)I'1 (u)T2(v) + Az(z, v).

They extended the results of [25] for this system, that is, for a certain A, translated the existence
of a solution into an adequate minimization problem and proved the existence of a solution
under some reasonable restriction. It is obvious that in [20], the Orlicz-Sobolev spaces need
not be reflexive.

Inspired by the mentioned research works cited above and sharpened by the known difficulty
of working with nonreflexive Banach spaces, we intend to consider two new classes of problem
(1.1) where WO1 () can be nonreflexive.

The section 3 of this paper is dedicated to the study of the (1.1) system where the functions
®; and ®y may not verify the Aj-condition. Inspired by [5], we assume that F : Q x R? — R
has a supercritical growth on variable v and has a critical growth at infinity on variable u and
R : QO xR? — R is a continuous function with subcritical term verifying some conditions which
will be mentioned in section 3. The first difficulty in studying this case arises from the lack of
differentiability of the energy functional Jy : 01 21(Q) x VVO1 2(Q)) — R associated with the
system (1.1) given by

J,\(u,v):/Q<I>1(!Vu|)d:n—/Q<I>2(|VU|)d:r—/QF(:B,u,v)d:v—/\/QR(:E,u,v)dx.

To get around this difficulty we will use the critical point theory for locally lipschitz fuctionals,
here, in particular we apply a version of the linking theorem without Palais-Smale condition
for locally lipschitz fuctionals (The version that will be applied in section 3 we took care to
enunciate in section 2). A second difficulty of studying this case is the lack of compactness of
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the energy functional Jy. To overcome this difficulty, we adapted some arguments presented in
the works of Alves and Soares in [5] and from Fukagai et al, in [12]. Here, we carefully estimate
and prove through the second concentration—compactness lemma of P. L. Lions for nonreflexive
Orlicz-Sobolev space that there exists a constant Ag > 0 such that the boundary-value problem
(1.3) has a nonnegative nontrivial solution in Wol’q)(Q) for any A > Ao.

The section 4 of this paper is dedicated to the study of the (1.1) system where the functions
®; and P may not verify the Ag-condition. Here, we consider F' = 0, A = 1 and R a continuous
function verifying some conditions which will be mentioned in section 4. As stated earlier, the
first difficulty in relaxing the Ay -condition of the functions ®; and ®- arises from the fact that
the energy functional J : T/VOl’q>1 (Q) x W&’% (©2) — R associated with the system (1.1) given by

J(u,v):/ﬂ‘1>1(|VU|)d:v/Qq>2(|vv)dx/QR(x,u,v)d:c.

no belongs to Cl(WOl’(DI(Q) X Wol’%(ﬂ),R). Have this in mind, we have decide to work in
the space W(}Eq’i(ﬂ), because it is topologically more rich than WO1 ’(bi(Q), for example, it is
possible to prove that the energy functional J is C1(WE®1(Q) x Wi E®2(Q), R). Even knowing
that the result contained in Proposition 3.7 in [3] presents inconsistency when dropping the
As-condition, we add a ” Ambrosetti-Rabinowitz” condition under the function R and we refine
part of the technique presented by Alves et al., so that, together with the saddle-point theorem
of Rabinowitz without Palais-Smale condition, we can prove the existence of a Palais-Smale
bounded sequence. Finally, due to the possible lack of reflexivity of spaces VVO1 qh(Q)(z =1,2),
we will use some properties of the weak* topology of these spaces to guarantee the existence
of nontrivial solutions for the system (1.1).

It is important to stress that, to the best of our knowledge, this is the first paper where the
linking theorem for locally lipschitz fuctionals and the saddle-point theorem of Rabinowitz has
been used to deal with a quasilinear elliptic system driven by an N-functions may not verify
the As-condition.

2. PRELIMINARIES

We recall a few notations and results on the critical point theory for locally Lipschitz
functionals defined on a real Banach space X with norm ||-|x. This results can be found
in [30] and in references therein.

Let X be a Banach space. Let I : X — R be a locally Lipschitz functional (I € Lip;.(X,R),
that is, for each = € X, there exist an open neighborhood N(z) of x and a constant k(x) > 0,
such that

[1(y1) — 1(y2)| < k(z)]ly1 — vell,

for all y; and yy in N(z).
A generalized directional derivative of a locally Lipschitz functional I : X - R at x € X in
the direction v € X, denoted by I°(x;v), is defined by

I h+Xv)—1 h
I°(z;v) = limsup (z+htv) = Izt h)
h—0 A—=07+ A

and the generalized gradient of I at x is the set

oI(z) ={p e X*: (u,v) <I%z;v), ve X}
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Let @ be a compact metric space and let Q4 be a nonempty closed subset strictly contained
in ). We set

(2.1) P={peC(Q X): p=p«on Q.},
where p, is a fixed continuous map on ), and
2.2 = inf 1 .
(2.2) ¢= inf max I (p(x))
So
2.3 > I(ps .
(2.3) ¢ = max I(p,())

We say that the subset A C X links with the pair (Q,Qx) if p.(Q«) N A = 0 and for each
pEP, p(@)NAFD.

Theorem 2.1. Let I € Lipioe(X,R) and A C I, = {x € X : I(xz) > ¢} be a closed subset which
links with the pair (Q, Q). Then there exists a sequence (x,) C X satisfying

nh_}rrgo d(xn, A) =0, nh_)nolo I(zy)=c e nlgrolo Ar(zn) =0,

with
Ar(@y) = min{||pl|x-: p € OI(zn)}.

Proposition 2.2. Let I : X — R be a continuous and Gateauz-differentiable functional such
that I' : X — X* is continuous from the norm topology of X to the weak*-topology of X*.
Then I € Lipjoe(X,R) and 0I(x) = {I'(x)}, Vo € X.

The Theorem 2.1 together with Proposition 2.2 allows us to propose a linking theorem for
Gateaux-differentiable functionals. This result will be fundamental to study the class of system
proposed in section 3.

Theorem 2.3. (The linking theorem) Let X be a real Banach space with X =Y & Z, where Y
s finite dimensional. Suppose that I : X — R 1is continuous and Gateauz-differentiable with
derivative I' : X — X* continuous from the norm topology of E to the weak*-topology of X*
satisfying:

(I) There is 0 > 0 such that if N ={u € Z : ||u|]|< o}, then b iialjl\;.f > 0.

(I2) There are z, € Z N OBy and p > o such that

0=supl <d=supl,

oM M
where
M={u=dzs+y:|[u|<p, A>0,yeY}
If
c= ;gﬁgle%f(v(t))v
with

I'={ye CWN,X) :vlox = Idon}-
Then, b < ¢ and there is a sequence (u,) C X such that
I(up) = ¢ and I'(u,) — 0.

Proof. The result follows from Proposition 2.2 and Theorem 2.1 with P =T, Q = N, Q. = 0N,
pe=1Idg, e A={xecZ+Y :I(z) >c}.
Il
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For the last section of this paper we will use the already known saddle-point theorem of
Rabinowitz without Palais-Smale condition. The proof of this result also follows from Theorem
2.1 along with Proposition 2.2.

Theorem 2.4. (Saddle-point theorem) Let X be a real Banach space with X =Y & Z, where
Y is finite dimensional. Suppose that I : X — R is continuous and Gateauz-differentiable with
derivative I' : X — X* continuous from the norm topology of E to the weak*-topology of X*
satisfying:

(I1) there are constants p > 0 and oy € R such that if M ={u €Y : ||u||< p}, then I|opm < 1.
(I2) there is a constant ag > «y such that I|z > ag. If

— inf I(~(t
¢ = inf max (v(2)),

with
['={y € C(M, X) : vlom = Idlorm}-
Then, there is (un,) C X such that
I(up) = ¢ and I'(uy) — 0.

3. THE FUNCTIONS ®; AND ®3 MAY NOT VERIFY THE As-CONDITION

In this section, we study the existence of solutions for the following class of quasilinear
systems in Orlicz-Sobolev spaces:

—div(¢1(|Vu|)Vu) = Fy(z,u,v) + ARy (z,u,v) in Q
(S1) —div(¢2(|Vv|)Vv) = —F,(z,u,v) — AHy(z,u,v) in
u=v=0 on Jf

where A > 0 is a parameter, € is a bounded domain in RY (N > 2) with smooth boundary 052,
and ¢;(i = 1,2) : (0,00) — (0,00) are two functions which satisfy:
(1) ¢i € CH0,+00) and t +— t¢;(t) are stricly increasing.
(p2) tei(t) — 0 as t — 0 and t¢;(t) — +00 as t — 400
. P0i(t) t2i(t)

@)L= b= 30) =5 3,0

Before continuing this section, consider a;, ay € (0, % — 1) such that ay < ay. We would
like to point out that ®;(¢) = |¢t|In(|t|** + 1) and Po(t) = [¢| In(]t|*2 + 1) satisfying (¢1) — (¢3)
with /1 =4l =1and my =14+ a1, me =1+ as respectively. These functions are examples of

N-functions whose the complementary functions ®; and ® do not satisfy the As-condition,
consequently VVO1 Per (Q) x WO1 Paz (€2) is nonreflexive.
In this section, we would like to recall that (u,v) € VVOLCI)1 (Q) x W01,<I>2 () is a weak solution

of (S1) whenever

/¢1(|Vu])Vqu1dx—/¢2(|Vv|)Vva2dx:/Hu(x,u,v)wldx—i—/H@(w,u,v)wgdaﬁ,
Q Q Q Q

=m; < N, where ®;(t) = 0|t\ s¢i(s)ds and £; < m; < £7.

for all (wq,wq) € Wol’q)l(Q) X VVOI’<I>2 (©). Here, let us consider the H function as follows:
H(z,u,v) = F(z,u,v) + AR(x,u,v)

where F(z,u,v) = ®1,.(u) + G(v), A > 0 is a real parameter and ®;, denotes the Sobolev
conjugate function of ®; defined by

L or(s) T arl(s)
—1y 1 1 _
L, (t)—/o S(N+1)/Nd8 for t >0 when /1 S(N+1)/Nds—+oo.
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Furthermore, the functions G and R satisfy the following conditions:
(G1) There are C > 0, G € CY(R,R), aj,as € (1,00) and a N-function A(t) = OM sa(s)ds
satisfying

: a(t)t?
< <
(4) my < a1 < Zyoy <az, Vi>0
and
(i7) lg(s)| < a1Ca(|s])|s|, forallseR

where g(s) = G'(s). If ag > 5, we add that
(731) (g(t) — g(s))(t — s) > Ca(|t — s|)|t — s|?, for all t,s € R.
(G2) There exists v € (0,¢;) such that

0 <vG(s) <sg(s), forallseR.

(R1) R € CYQ x R?), R,(z,0,00 = 0, Ry(x,0,00 = 0, R(z,u,v) > 0 and
Ry(x,u,v)u > 0, for all (x,u,v) € Q x R2

(R2) There are N-functions B(t) = Olt‘ sb(s)ds, P(t) = OM sp(s)ds, Q(t) = O‘tl sq(s)ds and
Z(t) = OM sz(s)ds satisfying

(i) my < p1 < p](f()tf <pa <t
(id) my < bi < bg()f; <by <l
(i) my < q1 < qg()tt; <q <t
(iv) ma < z1 < zét()tt)z < 29 <43,

with max{bs, g2} < min{¢3, ¢5} so that
3.1 [Ru(z,u,v)| < Clp(lul)u+q([v))v) and  [Ry(z,u,v)| < C(b(Jul)u + z(|v])v),
for all (z,u,v) € 2 x R? and for some constant C' > 0.
(R3) There exists p € (mq,£}) such that
1 1
—Ru(z,u,v) + =Ry(x,u,v) — R(z,u,v) >0, for all z € Q and (u,v) € R?,
W v

where v is given by condition (G3).
(R4) There exists s € (m1, max{p2, ba}], a nonempty open subset Qp C © and a constant w > 0
such that

R(x,u,v) > wlu|® for all z € Qg and (u,v) € R%

The main result of this section is the following.

Theorem 3.1. If (¢1) — (¢3), (G1) — (G2), (R1) — (R4) hold, then there exists Ao > 0 such
that (S1) possesses a nontrivial solution for all X > Xg.
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Fix p € (m1,£7) and g € (m2,03). The function R(u,v) = |u|P + C|v|? + e sin |ulP sin |v|?
satisfies (R1) — (Ry4) with P(t) = B(t) = |t|?/p, Q(t) = Z(t) = |t|?/q, C > 0 and € > 0 small
enough.

Before proving the above theorem, we have to fix some notations. In the sequel V4 stands
for the space W01,<1>2 (Q) N LA(Q) endowed with the norm

[ol4= ol Hola
and |v|4 denote the usual norms in in I/VO1 ®2(Q) and LA(Q), respectively.

()
We write X for the space WO1 1(Q) x V4 endowed with the norm

where [[o 1.2,
0

2 2 2
G, 0) 7= Tully .00 ) Hlvlas

(

@ denotes the usual norm in VVO1 21 (©). Under the assumptions (G1) and (R3),
the functional H) given by

(3.2) H,\(u,v):/QH(x,u,v)dx.

is well defined, belongs to C'(X,R) and

where [|ul| 1.2,
0

(3.3) %//\(Uav)(whwﬂ:/Hu(fUaU,U)wldﬂhL/Hv(%U,U)de%
Q Q

for all (u,v), (w1, w2) € X. Now, we consider the functional @) : X — R which is given by

(3.4) Q(u,v):/Q<I>1(|Vu\)da;—/9¢'2(\vw)dac,

It is well known in the literature that Q € C'(E,R) when &1, ®,, ®; and D satisfy the
As-condition and this occurs when we have the condition satisfied to ¢1 > 1 and ¢9 > 1. When
1 =1 (or l5 = 1), we know that ®1 ¢ (As) (or P2 ¢ (As)) and therefore cannot guarantee the
differentiability of functional ). However, following the ideas presented in [22], it is clear that

the functional @ is continuous and Gateaux-differentiable with derivative Q' : X — X* given
by

Q'(u,v)(wl,wg)—/Q¢1(]Vu\)Vqu1dx—/qug(]Vv])Vvagdac,

continuous from the norm topology of X to the weak*-topology of X*. Therefore, we can
conclude that the energy functional Jy : X — R associated with the system (S7) given by

Ix(u,v) = / Q4 (|Vul|)dx — / Oy (|Vo|)dz —/ H(z,u,v)dx.
Q 0 Q
is continuous and Gateaux-differentiable with derivative J§ : X — X* defined by
J5 (u, v) (w1, w2) :/¢1(|Vu|)Vqu1dm—/ ¢)2(|VU|)VUVw2d1:—/ Hu(x,u,v)wldx—/ H,(z,u,v)wsdz
Q Q Q Q

continuous from the norm topology of X to the weak*-topology of X*. Since J3(0,0) = 0, we
say that (u,v) is a nontrivial solution of (S1) when J}(u, v)(w1,w2) = 0, for all (wi,ws) € X
and satisfies Jy(u,v) # 0.

In order to apply the linking theorem 2.3, we introduce one more piece of notation. Since
(Va, ||-]l4) is separable, then there exists a sequence (e,) C V4 such

(3.5) Va = span{ey : n € N}.
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Hereafter, for each n € N we denote by V) and X, the following spaces
Vi =span{ej:j=1,--- ,n} and X,= Wol’q)l(Q) x V}.

The restriction of Jy to X, will be denoted by Jy,. Then Jy, : X;, — R is the functional
given by

Ian(u,v) = / & (|Vul|)dx —/ Oy (|Vo|)dx — / H(x,u,v)dx.
Q Q Q
is continuous and Gateaux-differentiable with derivative J ;\n : X, — X} given by
J;yn(u,v)(wl,wg):/¢1(\Vu|)Vqu1dx7/ ¢2(|Vv\)Vva2d:rf/Hu(x,u,v)wldxf/ Hy(z,u, v)wadx
Q Q Q Q

continuous from the norm topology of X,, to the weak*-topology of X.
In the following, we prove that J) ,, satisfies the hypotheses of Theorem 2.3.

Lemma 3.2. Assume that (G1) — (G2) and (R1) — (R4) hold. For every A > 0, there exist

o >0 and p > o such that if u, € Wol’@l(ﬂ) satisfies HU*HWL%(Q): 1, then
0
dp = /%}11311 Ian > by = %f Jan>0= 55\1/2{13% Irns

where

M, = {(Bus,v) € X [[(Bus, 0)|P< 9%, 020} and Ny = {(u,0) € X« ull ey o= 0}
0

Proof. By (R1) and (R2),

Ian(,0) 2> g (Jullie) — €o. (lulle.) — CXER([lullp),

where
€, (t) = min{t ¢™}, &4, (f) = max{tT,t™1}  and  £p(f) = max{t™, 1},
Now, remember that by the assumption (R2)(7) it is possible to show the following limits:
P(|t P(]|t
im (t) =0 and im ()
t—0 @1 (|t]) |t|—+o0 P14 (|t])

Through these two limits we can guarantee the existence of a constant C; > 0 that does not
depend on u so that

=0.

lulp< Cillulh oy, Yu € WEP(Q).
Another important inequality was proved by Donaldson and Trudinger [34], which establishes
the existence of a constant Sy > 0 that depends on N such that
(3.6) lullon. < Sollullve,, Vue Wo™ (9).
Thus,

G

Ian(u,0) > JlullYg 1o, —CAMulll'y,, for fJullie<1

Since m; < ¢} and my < p1, choose p > 0 sufficiently small such that

,

(3.7) Ian(u,0) > Cagz, for ||ull1,0= p,
therefore
(3.8) b = inf Ty > Co*, V¥n eN.

Now, from (G2) and (R;),
(3.9) Jan(0,v) <0, Yve VY.
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Consider u, € Wol’q)l(Q) with ||us||1,0,= 1, by assumptions (G2) and (R1),

Ton(Bu, ) §/Q<1>1(|V(9u*)|)dx—/Q(I>2(|VU|)d:U—/Q<I>1*(|0u*|)dx
< &3, (0)&p, (lusllne,) — €3, ([[v]l1,0,) — €8, (0)EG,. (

for each 0 > 0 and v € V', where

sl .)

€, (6) = max{t9, ™}, €4, () = min{ti, £} and €3, () = max{t2, ™).
If ap < mj, then A increases essentially more slowly than ®, near infinity. From

Theorem 8.35 in [1] it follows that L®2+(Q) is continuously embedded in L4(Q2), consequently

W()l’(bl(Q) = V4 and as norms ||-||4 and ||||1,¢, are equivalent. Given this, there is a constant
C > 0 such that

Tan (O, v) < €5, (0) = C&q,([v]|4) — &q., (0),, (lusllo.),

for each 6 > 0 and v € V}.
Note that [|(Qus,v)||?= 02 + |lv||4= p? implies that
2 2
02> L or iz 5

Assume that 62 > p?/2 occurs, then for p > 0 large enough, we have

€5, (0) = C&a, (Ivll.1) — &5, (0)¢a,, (luslle,.) = 0™ — C&g, (lvlla) — 07€5, (Jluslle.) <O,

because m; < ¢;. Similar property happens when |[v||3> p?/2. Therefore, we conclude that
there exists p > o such that

(3.10) I (Ouy,v) <0,

for all (Au.,v) € X, so that ||fu.ll1.e,+|v]|3= p* and > 0. By (3.9) and (3.10), we have

nax J, =0, since (0,0) € OM}, , and the proof is complete in this case.

Uk

Now, if ay > m] , from (G1)(ii) there is a positive constant C' such that

Ton(Bs, ) g/Q<I>1(|V(0u*)|)d:v—/Q<I>2(|Vv])dx—/Q<I>1*(|9u*|)dm—C/QA(|U)dx
< &3, (0)¢a, (luallne) — €3, (Ivll1,0,) — €8, ()R, ([usll@,,) — EX([v]a),

where
£OA(t) = min{t™, t%2}.

Observing that [|(fu., v)||?= 62 + ||v||4= p? implies that

0

Za

the same argument used in the former case implies that for p > 0 large enough

2 2
P 4
% > 5 013 ¢, > 7 lv% >

(3.11) In(Ous, v) <0,

for all (Qu,v) € X,, so that ||Ous.

1.0, +v[|4= p* and 6 > 0. Therefore, the lemma is proved.
O
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In order to prove the Theorem 3.1, we need to consider that ¢ C €2 be an open set satisfying
(R4) and ug € Wol’%(Q) such that

(3.12) ug >0, up # 0, supp(uo) C Qo and |uoll,, 1.

0 "1 @)

Then, by Lemma 3.2, we can apply the linking theorem 2.3 to functional J), using a point
zn, = (up,0) and the sets

Y, ={0}x V", Z=W;"(Q)x {0} and N, ={(u,0)€ X :|ulie,= 0}

Then, there are sequences (ug,vg) C X, such that

(3.13) Ian(Uup,vp) = cxpn and  J3, (up,vp) = 0 as k — oo
where
(3.14) bn < A 1= ;gﬁumz Inn(y(w)),

F:{’YGC(MUO,X ) ’Y‘a/\/{ﬁo :IdaMﬁo}
Lemma 3.3. The sequence (ug,vy) is bounded in X,,.

Proof. From (3.13)

1 1
I (g, vg) — Jfl(uk,vk)(ﬁuk, ;’Uk) = cxn + ok(1) ]| (ug, vg) ||

y (G2)7 (R3)’ (¢3)7
1 1 mi 82
Inai00) = o) e ) = (172 ) 8, Q) + (2 = 1) €6, (o)
where 52,1(75) = min{t*,t™} and {%Q(t) = min{t’2,#™2}. Since V} is a finite dimensional
space, the norms ||-||1,¢, and ||-||a are equivalent, hence, from the above inequalities

mi £2

319) ot ouDlm ol (1) & hunho) + (2 - 1) €, (Clolla)

for some C' = C'(n) > 0. Suppose for contradiction that, up to a subsequence, ||(ug,vy)||— +o0
as k — +o0o. This way, we need to study the following situations:
i) ||ugll1,0,— +oo and ||vg]|a— o0
(i7) ||ug||1,0,— +oo and |lvg||a is bounded
(i4i) |Jvg||la— oo and ||ug|/1,e, is bounded
In the first case, the inequality (3.15) implies that

E 2
4 2 14
26+ oDl 2 (172 ol (2 1) it

for k large enough. Which is absurd, because ¢; > 1, f5 > 1 and ox(1) — 0.
In case (i7), we have for k large enough

201

2
m
2+ O+ ou(Dllunlio> (1= 4)

an absurd. The last case is similar to the case (ii).
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Corollary 3.4. The following sequences

{lluklle,. tren, {/QCI’l(!VUdex} and {/Q%*(\Vwc\)dw}

are bounded.

From Lemma 4.12, we may assume that there exists a subsequence of (uy,vy), still denoted
by itself, and (wp,yn) € X, such that

(3.16) up — w, weakly in Wol’cbl(Q) and vy — y, weaklyin V,, as k — oo
(3.17) up — w, in L*(Q)
8uk * awn . P .

1 _ L*(Q 1,--- ,N}.
(3.18) oz, o in (Q),ie{1,---,N}
(3.19) up — wy, in L*1(Q),
and
(3.20) ug(z) — wp(z) ae. Q.

In view of (3.16) and Corollary 3.4, for each n € N we may assume that there exist
nonnegative functions p,, v, € M(RN ), the space of Radon measures, such that

(3.21) O(|Vug|) =— pn  in MRY) and @, (Jug|) — v in M(RY) as k — oc.
The result below is known as second concentration-compactness lemma of P. L. Lions. We

would like to point out that also this lemma holds for nonreflexive Orlicz-Sobolev space. The
proof of this fact can be seen in Proposition 4.3. in [11].

Lemma 3.5. (i) For everyn € N and A > 0, there exist an at most countable set Iy, a family
{z:}ier, of distinct points in RN and a family {vi}ier, of constant v; > 0 such that

(3.22) Vo = Pr(jwnl) + ) Vi,

i€y

(ii) In addition we have

(3.23) fin = D1 (|Vwn|) + D i,
i€l
for some pj > 0 satisfying
(3.24) 0<vy; < maX{SgTMfT/glaSgﬁ/l?f/glasgik/ﬁff/mla Sgﬁ/ﬁ;n?/ml}
for all i € Iy, where 6, is the Dirac measure of mass 1 concentrated at x;.
Lemma 3.6. The set {z;}icr, in Lemma 3.5 is a finite set.
Proof. Let an z; be fixed. Take ¢ € C5°(RY) such that
0<p<1, ¢)=1inB(0) and ¢(z)=0in RV\By(0)

and put p.(x) = o((x — x;)/e) for e > 0. It is clear that {p.u}ren is bounded in Wol’q)l(Q),
thus J3 , (uk, vk) (peuk, 0) = og(1), that is,

/ 61 (Vi) Vaag - ¥ (o) dr = / vy up (9o )dz + A / R, ups o) (peup)de + oy (1)
Q Q Q
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Knowing that
/Ru(x,uk,vk)(goguk)dx — / Ry (z, W, Yn) (pewp)dx as k — o0
Q Q

We can conclude that
(3.25) /Q¢1(|VUkI)VUk - V(peup)dr < mi/ﬂél*(lukl)tpedm + A/QRu(%wn,yn)(%wn)dw +ok(1)
By (¢3),

/Q¢1(|Vuk|)vuk V(paup)dz > b /Q D1 (|Vuk|)pedx + /Q o1(|Vug|)up Vup Vepedz.

Therefore,
(3.26)

€1/ @1(|Vuk|)<p5dx+/ ¢1(|Vuk|)ukVukV<pgd1:§mI/ <I>1*(|uk|)<p5da:—|—)\/Ru(x,wn,yn)(apgwn)dx+ok(l)
Q Q Q Q

Since the sequence (¢1( ]Vuk\) k)keN is limited to L1 (), there is w; € L‘il(Q) such that
dz;

8 ~
(3.27) 1(|Vurl) 5 Tkt in LPN(Q), je {1, N}
L
for some subsequence. Knowing that
e 0pe . ® .
, L), 1,.-- N
ukaxj—>w8mj in (Q), je{ }
we conclude that
Ouy O Owy, 0 .
62 [ uwe(Va) 522 — [ won(Vu) GG, e (Lo ),
Oz Oz xj Ox;j
Therefore, considering w = (wl, <o wpn) we get
(3.29) /¢1(|Vuk|)ukVukV<p5da: - / upwV.dr = og(1)
Q Q

From (3.26) and (3.29),
(3.30) mf/ <I>1*(|uk|)805da:—|—)\/ Ry (x, Un, vn)(petin)de 261/ <I>1(\Vuk|)gogdm+/ UnwV.dr + ok (1)
Q Q Q Q
By (3.21), taking the limit of £ — 400, we get
(3.31) m’{/ gpgdun—l-)\/ Ry(x, up, vp)petndr 251/ gagdun—l—/ upwVdr + og(1).
Q Q Q Q
On the other hand, given v € Wol’q)l(Q), it follows from (3.13) that
= / &1(|Vug|) Vug Vodz — / 14 (|ug| ) upvdr — /\/ Ry (x, uk, vg)vdz,
Q Q Q
since the sequence (¢1.(|ug|)ug) is bounded in Lo (), there is 1, € Lo () such that
(3.32) O1(|Jug|)up — np in Lél*(Q) as k — oo
so, from (3.27) and (3.32),

/ wVodr — / Npodr — )\/ Ry(x, up, vy)vdx =0, Yo € Wol’q)l(Q).
Q Q Q
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In particular, for v = u,p., we have

(3.33) / upwVp.dr = / NnUnpedr + /\/ Ry (2, up, vp)unpedr — / wewVupde,
Q Q Q Q
Therefore,
(3.34) lim [ wup(wVee)dz =0
e—0 0

It follows from (3.31) and (3.34) that
(335) Oy < TTLTI/Z'7 1 € Iy,
and by Lemma 3.5,
(3.36) s < miS g,
for some « and S verifying

oomt 4 omi

. 1 B e A d o mi).
(3.37) <a€{€1’€1’m1’m1 and e {{1,m]}
Thereby,
14
0< *15§M?71’ ie‘[)\?
mi S,
showing that
(3.38) pi > ( 2l )ﬁ i€l
1 m){Sé-} 9
By (3.35) and (3.38)
R
VZZ( )a_ SO ’ ZGI)\-

my
Since v, is a finite measure, the last inequality yields I is finite.
O

In fact we will see that the set {x;}icr, is an empty set for A > 0 large enough. For this, we
will establishes an important estimate from above of the mountain level of functional J) ,,.

Lemma 3.7. Let n € N be arbitrary and consider ug given in (3.12). Then, there is Ay > 0
such that if A > Ao, we have that

_1
Y a—1 0x *opx *
(3.39) cam < (1— ml) min ( ! ) :ae{ 1L A ml} and B € {1,mi} ;,

I mi Sy 67 0 mymy
where ¢y p, s given in (3.14).

Proof. By (Ry4), given § > 0 and v € V', we have

Tan(Ouo, v) < &, (0)€a, (luollre,) — &g, (0)éa, (luolle,) — A . R(x, Oug, v)dx
0

< &, (00, (luollre,) — €5, (0)&s, (luolle,) — /\w/Q |Guo*dx

This inequality implies that

(3.40) 0 <by < inf max Jy,(y(u)) < maxJy, < rgl;l(}){V)\(H)

yel ueMy, o
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where

(3.41) VA(0) = €a, (0)éa, (luollie,) — €3, (0)p, (luolle,) — /\W/Q |Ouo|*da.
In what follows, we denote by 6y > 0 the real number verifying O

(3.42) max VA (6) = Va(0)

Let us see that V5 (0)) — 0 as A — oo. For that, consider (\,,) a sequence verifying
A, —> 00 as m — o0.

We claim that (6, ) is a bounded sequence. Indeed, assuming by contradiction that (6, ) is
not bounded, we have that for a subsequence, still denote by itself,

0y, — 00 as m — oo.
Por (3.41), (3.40) and (3.42),

m ¢
0 <maxVy,,(0) = Va,(0r,) < 0565, (luolle,) — 63 &o, (uolls,) = —o00 as m — oo,

which is an absurd, and so, (6,,,) is bounded. We claim that 6, — 0 as m — oo. If the above
limit does not hold, we can assume by contradiction, that for some subsequence, still denote
by (6),,), there is kg > 0 such that

0y, > ko >0, vneN
Then, by (3.41) and (3.42),
0< Iggg(VAm(H) =V (On,) < €5, (00,8, (luollne,) — €3, (Ox,)€, (luolle,) — Amw/ |0x,,, wo|d,

Qo

thus

0< %Qécvkm(e) — —00 as m — 00,

which is a contradiction. Hence,
tr, —+ 0 as m — oo,
which leads to

maxV, (0) =V, (05,) =0 as m— oo,

and by (3.40) it follows that
Crpon — 0 @as m — oo.
U

Lemma 3.8. For everyn € N and A > A\g the set I is empty, where A9 was given in Lemma
3.7.

Proof. Let (uy,ur) C X, the (PS)c, , sequence obtained in (3.13). By the assumptions (Ga),
(R3), (¢3), we have that

1 1 m
CAn + Ok(l) > Jn(uk, vk) - Jf\,n(uk,vk)(;uk, ;’Uk) > (1 - ,ul> / @1(]Vuk])dx
Q
Fixing a function ¢ € C§°(RY) with p(z) = 1 on Q, we derive that

ean + op(1) > (1—”“) [ v,
1 RN
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Taking the limit of k — 400, we get

o (1-3) [ (-2
R

Supposing that I is not empty, there is 7 € Iy, and so,

my
Can > <1 - M) M -

1
El B)ﬁ’ 1 € I)\
miSy

where « is given in (3.36) and (3.37). Therefore, we can conclude that

1
oo L Tl m -
Can > 1—>m1n :ae{, ,—,— ¢ and B e {f],m
" ( Iz (m’l‘Sﬁ) b by my oy i, miy

Then, if A > \g, the last inequality together with Lemma 3.7 yields I = () is empty.

In (3.38) we show that

MiZ(

g

Lemma 3.9. For A > X, the sequence (uy) is strongly convergent for its weak limit wy, in
L®(Q) as k — oo.

Proof. Let ¢ € C®(RYN) be a function verifying o(z) = 1, for 2 € Q. In this case,

lim [ @, (ug)de = lim <I>1*(uk)godx:/ wdvy,
RN

k—oo J k—oo JRN

The Lemma 3.5(i) combined with Lemma 3.8 gives

lim <I>1*(uk)dx:/ <I>1*(un)<pdx:/<1>1*(un)da:.
k—oo J RN Q

Since @1, is a convex function, it follows from a result found in [17] that

lim / {@1(Jurl) = D1 (g — ual) = ra(fun]) o = 0.
Q

k—o00

Then,

lim [ @1 (Jux — upl)dz =0,
k—oo J

we can conclude that (uy) converges strongly for u, in L1+ (Q).
O

Lemma 3.10. Consider A > X\g and (uy) C Wol’q)l(Q) the sequence obtained in (3.13). Then,
for some subsequence, still denoted by itself,

Uk — Wy, N Wol’q)l(ﬂ) as k — oc.
Proof. Since (ug) is a bounded sequence in WOI’%(Q), then
on(1) = / 61 (V) Vi V (v — ) dr — / 1. (g s (v — w)dr — )\/ Ru (s e, v) (0 — g )da.
Q Q Q

Given v € WO1 21 (), by the convexity of ®; it follows that
01 (|Vo]) = @1(|Vug|) = ¢1(IVur ) Vur V(v — up),
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thus,
(3.43) / 1 (|Vo])da — / B (| Vg )z > / e () (v — g )da — /\/ Ru (@, s, 08) (0 — i )da + ox (1)
Q Q Q Q

Through the sequence (uy) in VVO1 “1(Q) together with the limits

ouy, R Owy,

up(z) — w, a.e.in  and in L1(Q),

we can apply [18, Theorem 2.1, Chapter 8] to get

hminf/<1>1(|vuk|)d:c2/<I>1(|an|)dx,
[¢) Q

k—o00

Furthermore, since (uy) strongly converges to u, in L®1*(Q),
/Qqﬁl*(]uk])uk(v — ug)dr — /Qqﬁl*(|wn])wn(v — wy)dx, as k — oo.

Therefore, it follows from (3.43) that
/Q<I>1(\Vv|)dx _ /Q B, (V| > /Qqsl*(|wn|)wn(v —wp)dz + )\/QRU(:U,wn,yn)(v — wy)da.
By arbitrariness v we can conclude that
/qul(]an\)anV(wn — ug)dx = /g2¢1*(\wn|)wn(wn — ug)dx + )\/QRu(x,wn, Yn) (wy, — ug)dz,
implying that
(3.44) /Q 61|Vl )V, ¥ (10 — ug)dz = o(1).

On the other hand, since (ug, vy) is a sequence (PS)

Can

or(1) = Jy , (ug, vg) (wn — ug, 0) :/Q¢1(|Vuk])VukV(wn — ug)dx — /Q¢1*(|uk|)uk(wn — ug)dx

- )\/QRu(:r,uk,Uk)(wn — uy)dx,
Therefore,
(3.45) [ 1V VT (w, — e = (1),
From (3.44) and (3.45),
/Q (61(1V ) Vg — 61 (|Vewn])Vawn) (Vi — Vo )de — 0 as k — .

Now, applying a result due to Dal Maso and Murat [8], it follows that

(3.46) Vug(z) — Vw,(x) ae. in Q as k — oo.

Since (uy) is bounded in Wol’(bl(Q) and ®; € (Ag), then the sequence (qbl(]Vuk\)%)keN is
Lj

bounded by L‘il(Q), for each j € {1,---, N}. Furthermore, by (3.46), it follows that
Ou() Own ()
alL‘j alL‘j

a.e.in ) as k — oo.

¢1(|Vur(x)])

= ¢1(|Vwn(2)])
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Thus, by Lemma 2.5 in [2],

(3.47) /¢1(\Vuk|)Vuvadx—>/¢1(\Vun\)Vuanda:, veCr(RN) as k— oo.
Q Q

a ~
Still due to the boundedness of the sequence (¢1(|Vuk])a—uk)keN in L*1(Q), there will be
L

vj € L‘i’l(Q) such that

¢1(|Vuk|)g;”€ sy in L¥(Q) as k — oo.

J

i.e,

(3.48) / ¢1(|Vuk|)%wdm — / vjwdr, Yw € E**(Q) = L*(Q) as k — oo.
Q j Q

By (3.47) and (3.48), it follows that v; = ¢1(|Vun|)a—rll, for each j € {1,---,N}. Still from

u
Ox;
(3.48),
/ o1(|Vug|) VupVwdr — / &1(|Vuy|) Vu, Vwdz, Yw € Wol’q)l(Q) as k — oo.
Q Q
We know from (3.45) that

/Q<;51(|Vuk|)VukV(un — u)dxr = ok(1),
then

/¢1(|Vuk])|Vuk|2dx—>/gbl(\Vun\)]Vun]zdm as k — 00.
Q Q

Given this, we can conclude that
1 (|[Vug) [ Vur)? = 61(|Vun|)|Vus|* in LY(Q) as k — oo.
By (¢3) together with the As-condition, it follows that
U — Uy, in Wol’q)l(Q) as k — oo.

This finishes the proof.

Lemma 3.11. For A > )\, the sequence (wy,yy) is bounded in X. Moreover
(3.49) Ian(Wnyyn) = expn and Jy , (wn, yn) = 0 in X,
Proof. Since V} is a finite dimensional space, (vj) converges strongly to (y,) in V. Therefore,
(ug,vi) — (wn,yn) in X, as k — oc.
which implies
Ian(Wn,Yn) = ean € [bn,dn] and  J},(wn,y,) =0 in X,

In a first moment, let us assume that as < ¢5. By hypothesis my < a;, then W&’%(Q) is
continuously embedded in L4(Q), thus, there will be C' > 0 such

(3.50) [o]a< Cllvll1e,, Yo e VY
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By (G)(ii), (Rs) and (3.50),

1 1
Cxn :'])\,n(wna yn) - J$\7n(w7u yn)(;wna ;yn)

(3.51) 2<LJE>A¢AWWMM+<%—4>A¢ﬂwwmm+<f—{»éQAWmﬁm

L
> (1= ) hlunlnon) + (2 -1) &, (Slmla)

It follows from the inequalities (3.39) and (3.51) that (wy,yy) is bounded in X.
Now, let us assume that az > £35. By (R3), (G2), (3.50) and from items (i) — (iii) of (G1),
it follows that

1
Cx,n :Jk,n(uny Un) - J$\7n(u7u Un)(;una ;Un)

> (1—T>/§l¢1(|Vun|)dx+ (Zj—1)/Q<I>Q(|an|)das+S/Qa(h)n)|vn2dm—0a1/QA(vn)dx

> (1— ”;1) /Q<I>1(|Vun|)dx+ <% —1) /Q<I>2(|an|)dm+ (“lyc —alC> /QA(|vn|)dx

14 C
> (1= ") b, Gt + (2 1) &, (ol + (2 - @C) h(luala)

From the above inequality together with (3.39), we can conclude that (wy,,y,) is bounded by
X.
O

3.1. Proof of Theorem 3.1. The proof of Theorem 3.1 will be carried out in three lemmas.
We start observing that since (wy, y,) is bounded, there is no loss of generality in assuming
that

(3.52) (Wn, Yn) — (u,v) in X as n — oo.

The same arguments used in the proof of Lemma 3.10 can be repeated to show that

(3.53) Up, = u in Wol’q)l(Q) as n — oo.
By the limit (3.52), it follows that

(3.54) Yn — v in LA(Q)

and

(3.55) Yo —— v in Wy *2(Q)

Lemma 3.12. For X\ > )\, the sequence (yy) verifies the following limit y, — v in LA(Q).
Proof. From (3.5), there is (§) C V4 such that

(3.56) & — v in Vy
and
j(k) .
& = Z oe; € Vf‘(k)
i=1

where j(k) € N for all £ € N. For each k € N, it follows that
VIE c v for all n > ng

for some ng > j(k).
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If ag > 05, from (G1), we have that there is C' > 0 such that

(3.57) alc/ﬂA(\yn — &kl)dz < C/Qa(lyn — &kl)lyn — &kl*dz < /Q(g(yn) = 9(&k)) (yn — &k )dr.

Since J3 ,,(un,vp) =0 in X7, we derive that

[ (60) = 960 — 60)do = [ 0V ) V(T ~ Ty = X [ Rus s i
(3.58) ¢ @ @

+ )\/ Rv(winvyn)gkdx - / g(gk)(yn - gk)dx
Q Q
Due to the convexity of ®9, we have

(3.59) o (IVEk]) = @2(IVynl) = G2(IVyn) VYV (Ek —yn), n €N

It follows from the above inequalities that

alC/A(\yn—fk\)da:gf Do (|VE|)dx — @2(\an])dx—)\/Rv(aj,wn,yn)yndx

+54R4awm%ﬁMx—1g@w@n—&Mm

Knowing that

. ayn av . 1
n .e.in Q — — in L' (Q),
yn(z) — v(x) a.e.in and oz, oz, in L"(Q)
we can apply [18, Theorem 2.1, Chapter 8] to get
(3.61) liminf/ ¢2(‘an)dx2/<1>2(|VU|)dx.

Taking as limit n — oo, it follows that

lim sup <a1C’/A(|yn§k|)dI> S/@2(|V§k|)d1’—/CI)Q(\Vdex—/RU(:E,u,U)vdx
(3.62) noee Q Q Q Q

—|—/QRU(m,uw)Ekdx—/Qg(fk)(v—fk)dx.

By the limit (3.56), given § > 0 there is kp € N such that

611% [/ﬂ <I>2(|V§k\)dx—/Q<1>2(|Vu|)dx—/QRv(x,u,v)vdm—|—/QR1,(1:,u,U)fkdx—/ﬂg(ﬁk)(v—fk)dw] < g

for each k > kg. Hence,

)
(3.63) limsup/ A(|yn — &k|)dx < 2 for all k& > ko.
Q

n—oo

Given 0 < € < 4, for ¢ sufficiently small, it follows that

(3.64) lim sup/QA(|yn —&l)dr <

n—oo

e

T for all k > ko.

Fixing k > kg sufficiently large such that

e\ 1l/a
(3.65) € — 04 < (1)
follows from (G1)(i) that

C
3:66) [ A —odo < C [ Al = &l)da+ Cleu— ol <C [ Allya — &) do+ T
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for some constant C' > 0 that does not depend on n and k. By (3.64) and (3.66), we have

limsup/ A(lyn —v])dx < ¢
Q

n—oo

2
and by the arbitrariness of € > 0,

lim [ A(Jy, —v|)dx =0.

n—o0
Therefore,
Yo — v in LA(Q).
Now, let us consider ay < £3, then A increases essentially more slowly than ®9, near infinity.

In this case, the space VVO1 P2 (Q) is compactly embedded in LA(Q), therefore, the desired limit
follows directly from that compact embedding.
O

The following lemma is made using similar arguments to those given in Lemma 3.10.
Therefore, we will omit its proof.

Lemma 3.13. For \ > X, the sequence (yy,) verifies the following limit y, — v in Wol’%(Q).
From the above lemmas, we can conclude that

(3.67) yn — v in Va.

In view of the above facts, it is possible to obtain the following result.

Lemma 3.14. For A > \g, the pair (u,v) satisfies J'(u,v) =0 in X and J(u,v) # 0.

Proof. Fixing k,n € N with n > k, we have X} C X,,. Thus, for (¢1,¢2) € X}, it follows that

Sy (Wny yn) (01, 02) =0, Vn >k,
because, by Lemma 3.11, J§\7n(wn, yn) = 0. Combining (3.67) with (3.53) we get

(3.68) J\(u,v)(p1,p2) =0, for all (¢1,p2) € X
We claim that
(3.69) J3(u,v)(¢1,p2) =0, for all (¢1,p2) € X.

In fact, we start observing that for all p; € Wol’q)l(Q), the pair (¢1,0) € X}, for all k. Hence,
J3 (u,v)(¢1,0) = 0. On the other hand, for ¢p € V4, there exists x, € V:(”) such that

lim x, = @2, in Vj.
n—oo

From (3.68),

(3.70) J3(u,)(0,xn) =0, for all n € N.
which implies after passage to the limit as n — oo that

(3.71) J5(u,0)(0,2) =0,  for all py € Va.

Thus, (3.69) is proved. Using the fact that (wn,yn) = (u,v) in X and that J(wn, yn) > by >
Co’ > 0, for all n € N, for some constant C' > 0 which does not depend on n, we have that
J}(u,v) > Co’ > 0, from where it follows that (u,v) is a nontrivial solution for (S), and the

proof is complete.
O
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4. THE N-FUNCTIONS ®; AND ®3 MAY NOT VERIFY THE As-CONDITION.

In this section, we study the existence of solutions for the following class of quasilinear
systems in Orlicz-Sobolev spaces:
—div(¢1(|Vu|)Vu) = Ry(z,u,v) in Q
(S2) —div(¢2(|Vv])Vv) = =Ry (z,u,v) in Q

u=v=0 on JfN)

where € is a bounded domain in RV (N > 2) with smooth boundary 99, and ¢;(i = 1,2) :
(0,00) — (0, 00) are two functions which satisfy:

(qﬁ’) ¢i € CH(0,+00), t > td;(t) are stricly increasing and t — t2¢;(t) is convex in R.

(¢ )tgﬁl()—>0ast—>0andt¢i()—>+ooast%+oo

(¢3)

1< tflfl(i(f)) where @;(t) = ‘tl s¢i(s)ds, t € R.

<I>i(t)
/ : 3 .
(97)) hm+1nf @ 0, for some ¢; > N.

(@) [1- 2 (1+ 49 <1, ter

The assumption (¢}) implies that the embedding

%

Wo ™ () = Wi (9)

for some ¢; > N is continuous. Hence,
Wo™ () = €O (@)

is continuous for some «; € (0,1) and

(4.1) Wy *1(Q) = C(Q)

is compact. In what follows, we denote by A; > 0 the best constant that satisfies

D
(4.2) lull o < Adllulls, Yu € Wy (),
where [|-[[i= ||V - || L#; )
If d is twice the diameter of €2, then there exists 4 > 0 such that

2

(%) < @ut/d), it >0

Before continuing this section, we would like to point out that ®(¢) = (¢!’ — 1)/2 and
Oy(t) = |t|P/p with p > N satisfying (¢]) — (¢f). Moreover, we would like to recall that
(u,v) € W&’¢1(Q) X Wol’%(Q) is a weak solution of (S2) whenever

/Q o1 (1Y) VauVprda — /Q oIV VY oodlc /

Ru(x,u,v)goldx—f—/Rv(x,u,v)g@dx,
Q

Q

for all (¢1,p2) € WOI’(I”(Q) X Wol’<I>2 (©). Here, let us consider the R function satisfying the
following conditions:
(R}) R e CY(Q x R?) and R,(w,u,0) # 0 for all (z,u) € 2 x R.

1
(R}) R(x,u,0) < 5<I>1(u/d) + 5z |ul?, for all (z,u) € Q x R,

1
(R%) R(x,0,v) > —§<I>2(v/d) — M, for all (z,v) € Q x R, for some constant M > 0.



EXISTENCE OF SOLUTION FOR TWO CLASSES OF QUASILINEAR SYSTEMS... 23

(R}) There are v > 0, u > 1 and 0 < 8 < 1 such that

1 1
(1) ~h(u)Ry(z,u,v)u + = Ry(x,u,v)v — R(z,u,v) >0, V(x,u,v) € QxR
,u v
and
1
(11) BR(x,u,v) — ;h(u)Ru(x,u,v)u >0, Y(x,u,v)c QxR
— P
where h(u) = R

The main result of this section is the following.

Theorem 4.1. Assume that (¢}) — (¢g) and (R1) — (R4) hold. Then, the system (S2) possesses
a nontrivial solution.

We observe that R(u,v) = ®1(u)?®2(v)? +vT satisfies (R}) — (R}) for some 0, > 1, where
vt := max{0,v}.

Under the assumptions (¢)) — (¢) it is well known in the literature that the N-functions
®; and P, might not satisfy the Ag-condition, and as a consequence, Wol’(bl(Q) and Wol’%(ﬂ)
might not be reflexive anymore. Another important fact we can highlight is that under these
conditions, it is well known that there are u € VVO1 1)) and v € WO1 ®2(()) such that

/@1(\Vu])dx—oo and /@2(|Vv|)dx—oo
Q Q

In order to avoid this problem, we will work with the space Wi E®1(Q) x W E®2(Q), because
in this space the functional Q : Wi E®1(Q) x W E®2(Q) — R given by

Q(u,v)—/bel(\Vu])dx—/Q@)g(]Vv])dx

belongs to CL(WIE®(Q) x WiE®2(Q),R). However, independent of Ag-condition, the
embedding (4.1) guarantee that the funcional H : Wol’@l(Q) X I/Vol’<I>2 () — R given by

H(u,v):/QR(x,u,v)dx

belongs to Cl(Wol’q)l(Q) X Wol’q)2 (©),R). In particular, H|W&E¢1(Q)XW&E¢2 () 18 also of class
C'. That is, the energy functional J : Wl E®1(Q) x W} E®2(Q) — R associated to the system
(S2) given by
J(u,v) = / B1(|Vu|)da —/ By(|Vo|)dz — / R(x, u, v)dz
Q ) Q

belongs to CH (W3 E®1(Q) x Wl E®2(Q),R).
In order to apply the Saddle-point theorem, in the next one we fix some notations. Since
W1 E®2(Q) is separable, there exists a sequence (e,,) C Wi E®2(2) such that

(4.3) W4 E®2(Q) = span{e, : n € N}.
Hereafter, for each n € N we denote by V,,, X,, and X/, the following spaces
Vo=span{e;:j=1,---,n}, X,=WiE*(Q)xV, and X, = W&"DI(Q) X V.

The restriction of J to X,, will be denoted by J,,. Then J, : X,, — R is the functional given
by

Jn(u,v):/Q<I>1(|Vu|)d3:—/QQ>2(|VU|)d:U—/QR(x,u,v)d:B.
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From the regularity of .J, it follows that .J,, belongs to C!(X,,,R) with

J,'L(u,v)(wl,wg):/Q¢1(|Vu|)Vqu1dx—/Q¢2(|Vv|)Vva2d$—/

Ru(x,u,v)wldx—/Rv(x,u,v)wgdx,
Q

Q
for all (w1, w2) € Xy,.
In the following, we prove that J, satisfies the hypotheses of Theorem 2.4.

Lemma 4.2. Under the space Z = W} E®1(Q) x {0} the functional J,, is bounded below.
Proof. By the condition (R}),

(4.4) Tn(u,0) 2/¢1(|Vu])dx—1/q>1(|u]/d Vdz — 2d2/ fuf2de.

It is worth remembering here the Poincaré inequality
/<I>1(|u|/d)dx < / @ (|Vu|)dz, Yu € Wi E®(Q).
Q Q
For more details on this inequality, we infer the reader to [21]. Hence, using the Poincaré

inequality together with the hypothesis (¢g) on the inequality (4.4), we obtain

1

/ ul? > —jym Vu € Wa E*1(Q).
[Ju]<d]
This finishes the proof.

Lemma 4.3. If ||v||2— oo, then J(0,v) — —o0.

Proof. Let v € W E®1(Q) with ||v[l1> 1. The assumption (R}) together with the Poincaré
inequality implies that

1
(4.5) J(0,v) < —2/ <I>2(|Vv|)daz—|—M/ |v|dx
Q Q
From (¢%),
d Ya(rs)ris _ o
—In(P =—"—>=
I n(®a(rs)) Da(rs) = 5’ Vs, r >0
thus,
b d t1
/1 gln(‘@g(rs))ds > 52/1 ;ds, vt > 1.
Therefore,
@2(7’15) Y)
In > In(t™?), Vt>1.
Because of the monotonicity of the logarithmic function,
Part) Syt >,
Po(r)

And as a consequence of this inequality, we have
(4.6) /@2(\Vv])dx > Hv||g2 for |[|v||2> 1.
Q

By means of the inequalities (4.5) and (4.6), we conclude that
J(0,v) < —[lo]|Z+M[Q]Asv]]2-
Since 1 < {5, the result follows. O
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Corollary 4.4. If ||v||2— oo, then J,(0,v) — —oc.
Corollary 4.5. There is M > 0 such that iIZIf Jp > gn/\rilmx Jpn := by, where M,, = Bp(0) NY,,.

Proof. By the above Corollary J,,(0,v) — —oo as ||v]2— +o0 in Y, then, fix M > 1 such that
Jn(0,v) < iIzlf Jp for ||v]]o= M and v € Y,,. Since dimY,, < oo, we can conclude iIzlf Iy > Hﬁxx I

"o
Then, by Lemma 3.2, we can apply the Saddle-point theorem 2.4 to functional J,, using the
sets

Y, ={0} xV,,, Z=WgE*(Q)x{0}, and M, = By(0)NY,,

where M > 0 is obtained from Corollary 4.5. Then, there exists a sequence (ug, vy) C X,, with

(4.7) Jn(ug,vr) — ¢ and  J) (ug,vg) — 0 as k — +oo.
where

4. = inf

(4.8) Cn é%rwﬁ?%ﬁljﬁ(V(“)%

with

I'={yeCMy,X,): vln, =1d}.
Lemma 4.6. The sequence (ug,vy) is bounded in X,,.

Proof. Define the function
Dy (t)

n(t) = to1(t)
0 ift=0

itt>0

and consider the sequence

gr(x) = n(ur(x)), e

A direct computation leads to

o

Furthermore, considering the hypothesis (¢}), it is shown without difficulty that g, €
WAE®(Q) and ||gk|[1< ||ukl1 for each k € N. Being (ug,vi) a sequence (PS).,, then by
(R3)(i) and (¢3)

(4.9)
1 1
cn + 14 op (1) [ (ur, vi) | > T (ug, v1) — J;L(Uk,vk)(;gkv ;Uk)

B 1 ) ) 1 )
= [ o(uds— [ o1vuDVulsuds — [ w(Tuhds+ [ vVl

1 1
+/Ru($,Uk,vk)ukh(uk)d$+/ Ru(x,uk,vk)vkdl‘—/R(%Uk,vk;)div
mJa Vo Q

2/9@1(]Vuk\)d:c—Ii/qul(|Vuk])|Vuk|2S(uk)dﬂs+ (%—1>/Q<I>2(\Vvk\)dx.
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where h(t) = % and S(t) =1— tg)dil()(:z)t) (1 + tflll((tt))).(The functions S and h were introduced

by Alves et al in [3]) On the other hand, it follows from (R})(ii) that

1
en + 14 0p(D)||gelli> — BIn (uk, vi) + Iy, (s, Uk)(;gkyo)
1
=6 [ ®u((Vu)do -+, [ n(Vun) Ve PS(us)do + 5 [ Ba(|Vurl)da
Q wJo Q
1
—/ Ru(x,uk,vk)ukh(uk)da:—i—ﬂf R(z, ug, vy )dz,

wJa Q

> 8 /Q &1 (| Vg )z + ; /Q 1| Vaug) Vg S (),
ie,
(4.10) —1/ 1 (Vg )| Veug 28 (ug)dr > —cn — 1 — ok(l)HukHl—ﬁ/ By (V| )da.
HJo Q

From (4.9) and (4.10),

2o + 1)+ ouDlus, 0> (1= 9) [ @1Vl + (2 -1) [ @a(vouhas,

Suppose for contradiction that, up to a subsequence, ||(ug,vy)||— +o00 as k — +oo. This way,
we need to study the following situations:
(1) Jug|li— +oo and |Jvg|j2— oo
(13) |Jug|l1— 400 and ||vg||2 is bounded
(1) ||vg]l2— oo and |lug||1 is bounded
In the first case, there is kg € N such that

/<I>1(Wuk\)dw > [ugli  and /@2(|Vvk|)dx > l[vllas VE > ko,
Q Q

Hence, the inequality (3.15) implies that

e 2
265 + on(D)l s )12 (1= 8l (2 = 1) ol ¥ > ko
Which is absurd.
In case (i7), there is ko € N such that

/ O (|Vug|)dz > [Jug]lr, Yk > ko.
Q

Thus, the inequality (3.15) is reduced to
2¢; + C1 + op(D[|urli> (1 = B)? [lur|I?, Yk > ko.

which is absurd. The last case is similar to the case (ii). The above analysis shows that (ug, vy)
is now a bounded sequence in X,.
O

From Lemmas 4.6 and 4.12, we may assume that there exists a subsequence of (ug, vy), still
denoted by itself, and (wy,,y,) € X/, such that

(4.11) u — wy, weakly in Wol’q)l(Q) and vy — y, weaklyin V,,, as k — oo.

Here, we highlight that the pair (wy, y,) may not belong to the space X,,, because whenever
®; does not satisfy the Ag-condition the space X, is not a weak™ closed subspace of X],.
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The results below will be used to ensure that the sequence (wy,y,) is bounded in
W& ®1 (Q) x VVO1 ’%(Q), moreover, we will do some results that will be fundamental.

Lemma 4.7. The sequence (ug,vy) obtained in (4.7) satisfies
/ &1(|Vug|) VupVodr = / Ry(x,ug,vi)pdr + or(1), Yk e N and ¢ € Wol’q)l(Q).
Q Q

Proof. From 4.7,
(4.12) T, v) (0,0) = on(L)llpll1, Voo € WG E®H(Q).

By definition, the space Wol’q)l(Q) is the weak® closure of C§°(2) in W1®1(Q), thus, given
RS Wol’(bl(Q) there will be a sequence (¢,,) in C§°(€2) such that

(4.13) Om —— @ in W P(Q).
It is clear that (|[¢m||1) is bounded in R, so by (4.12),
op(1) = /Q¢1(|Vuk])Vungpmd:L‘ - /QRU(:U,uk,vk)gomd:L‘, VkeN
Using the fact that ¢1(\Vuk\)%%’; € Ei’l(Q) along with the limit (4.13), we will get
n}i_lgo/QQSl(\VuvaukV@mﬂ = /Q¢1(|Vukf)vukvwdx
Therefore, since the spaces WO1 21(Q), W& ®2(Q) are embedded in C(£2), we can conclude that

ok(l)—/Qqﬁl(]Vuk)Vungodw—/QRu(x,uk,vk)npda?, Vk e N.

Before proceeding with the results, we need to make the following definitions:
e We will denote by D(Jg,) € Wy'* (), the following set:

D(Jg,) = {u € WOL(PZ'(Q) : / O, (|Vul|)dx < —i—oo}
Q
e We will denote by dom(¢(t)t) C Wol’q)(Q), the following set:
dom(¢i(t)t) = {u € Wolﬁq’i(Q) : / P, (¢i(|Vu|)|Vul)dz < —i—oo}
Q

Lemma 4.8. Let (wy,) the sequence obtained in (4.11). Then (wy) C D(Ja,) N dom(¢1(t)t),
furthermore,
cn = lm Jp(ug, vr) = Jn(wn, yn)
k—oo

and

/Q &1(| Vi1 ) — /Q &1 (V) — /Q 6219 ViV (22 — ) d
(4.14)

> / R, wns ) (1 — wn)dae + / R, wn, o) (2 — yn)de,
[9] Q

for all (p1,¢2) € WOI’CIH(Q) X V.
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Proof. Using the fact that J), (ug, vir) — 0 as k — oo together with Lemma 4.7, we can conclude
that

/¢1(|Vuk|)Vung01dx—/¢2(|Vvk|)Vkag02d:c:/Ru(x,uk,vk)goldx
(4.15) 7% @ @

+/ Ry(x, ug, v )padx + ok (1),
Q
for each (p1,92) € Wol’q)l(Q) x V, and k € N. Since ®; is convex, we have
/(I)l(\Vdex— /(Dl(]Vuk\)da; > / 61 (Vg ) VeV (1 — i),

Q Q Q

for all n; € VVO1 1 (Q). Hence, considering ¢1 = 11 —uy, in (4.15) and using the inequality above,
we get

/(I)l(\an\)dm—/(I)l(]Vuk)dm—/qﬁg(]Vvk])Vkagona:
(416) 79 2 2

2/ Ry (2, up, vi)(m — ug)dx +/ Ry(x, ug, v )padx + og(1),
Q 0

for every (m1,p2) € W&’qDI(Q) x Vy, and k € N. Since up — wy, in Wol’q)l(Q) follows from [18,
Theorem 2.1, Chapter 8] that

(4.17) /@1(|an\)dx§ lim /@1(|Vuk])dx,

Remember that dimV,, = n, so vy — y, in V,,. Hence,

/ By (| )z — / &y (|Vaw ) de — / 631y Vi Vipada
(4.18) 79 @ @

2/ Ru(win)yn)(nl wn)d$+/ Rv(winvyn)@dev
Q Q

for each (n1,p2) € Wol’q)l(Q) x Vy,. Justifying the inequality (4.14).
Considering (11, p2) = (wy, 0) in the inequality (4.16), we get

/ By (V| )da — / &1 (|Vug|)de > / Ru (2, wh, 08) (w5 — g )dar + og(1).
Q Q Q
Thus,
(4.19) / @ (|Vwy|)dz > lim / O (|Vug|)dx.
9] k—o0 Q
Combining (4.17) and (4.19),
lim / O (|Vug|)de = / O (|Vwy,|)dx.
k—oo JO QO
Therefore, we can conclude that
cp = lim Jn(“kavk) = Jn(wnayn)~
k—o0

Finally, we will show that w,, € dom(¢1(t)t). By the inequality (4.16),

1 1
/<I>1(|Vuk—VUdefB—/‘I)l(WudefBZ —/Ru(xaukavk)ukd$+0k(1)a
0 k Q k Jo



EXISTENCE OF SOLUTION FOR TWO CLASSES OF QUASILINEAR SYSTEMS... 29

i.e,

O (|Vuy, — +Vui|) — 21(|V
/( 1(|Vug — ¢ u1;|) 1( ukmdxS/Ru(a:,uk,vk)ukdw+ok(l).
Q 0

k

As (ug) and (vg) are bounded in W(}’q”(Q) and Wol’% (€2), respectively, there will be M > 0
such that

1
/ 2(|Vus — 1 Vurl)d —/ B, (|Vu|)dz < M, Wk € N,
Q Q

Since @1 is in C? class, there exists 0 (z) € [0, 1] such that
D1 (|Vuy, — £ Vug|) — @1(|Vug|)

= 610(1 - % @) v (1 - D) v, p.

_% k k
Recalling that 0 < 1 — e’cT(x) <1, we know that 1 — ng(x) > (1 — akT(gc))Q which leads to
0 0
/ q§1(|(1 — f(w))Vuk])(l — ICISC))QIVudex <M, VkeN.
Q

As Vup — Vw, in (L‘?l(ﬂ))N_l, we also have (1 — ekT(z))Vuk ~= VYV, in (L‘I’l(Q))N_1

as k — co. Then, by using the fact that ¢;(¢)t? is convex, we can apply [18, Theorem 2.1,
Chapter 8] to get

. 0 Or(x

imint [ 01(1(1 - %) Va) (1= 2190 > [ 0119w DlunPda

k—o00

and so,

/Q¢1(|vwn|)|wn|2dx <M.
Recalling that
1()t2 = @1 (t) + D1 (1 (1)t), VEER
we have
$1(|Vwn|)|Vwg|? = 1(|Vwn]) + @1(61(|Vewa )| Vawn)
which leads to

/¢1(|an])|an\2dx:/<I>1(|an|)da:+/(i>1(qb1(|an|)]an|2)dx.
Q Q Q

Since
Jo #1(|Vwn|)|Vw,|?dz is finite, we see that [, ®1(|Vw,|)dz and [, @1(¢1(|Vw,|)|Vw,|?)dz
are also finite, showing that w, € D(Jg,) N dom(¢1(t)t). This finishes the proof.

O

Lemma 4.9. For each (p1,p2) € Wol’(bl(Q) X Vi, the following equality holds

/¢1(!an|)anV<p1dx—/¢2(|Vyn|)VynV902dx:/Ru(x,wn,yn)cpldx—i—/Ru(x,wn,yn)wgdx.
Q Q Q Q

Proof. Given € € (0,1/2) and ¢; € C§°(£2), we set the function
1

Ve = (1 = e)wy, + ¢1).

-3
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Consider 2 € V,, and apply (v., ep2 + yp) on the inequality (4.14), hence

/<I>1(|Vv€])d1:—/<I>1(|an|)d:r—s/¢2(|Vyn|)VynV<p2d1:
Q Q QO

> / Ru(ty wn yo) (00 — wn)da + ¢ / R (i, wn, yn)padl,
Q

Q
and so,
O (|Voe|)dx — [ @1 (|Vwy,|)dx
Jo @1([Vee ef” - /Q 62(| V) Vi Vipada
Z/Ru(xywn7yn)(v€_wn)dl'+/Rv(m7wn;yn>§02dx'
Q € 9)
Note that

€Y1 _9 1—¢
1_ - 1_% 9017

1—c¢
1_

N

hence, by the convexity of ®q,
1 1-¢
@1<1 — (1 =e)Vwp + £Vg01)> <
2

®1(|Vwn|) + (1 - - )®1(2|Ver]).

£ £
2 2

Hence, by Lebesgue dominated convergence theorem, we get

Vw,
/¢1(|an|)an(an— )d:c—/ d2(|Vyn|) Vyn Vipadx
Q 2 Q
(4.20) .
> /Ru(a:,wn,yn)<<p1 — ”)der/ Ry(x, wn, yn)p2d.
Q 2 Q
Therefore
Q Q
where

1 1
A= [ (VI VwnPds — 5 [ Ruw,wna)wnde
2 Jq 2 Jq
As C§°(Q) is a vector space, the last inequality gives
(4'22) / ¢1(\an!)anV<p1 - / Ru(xawmyn)()&ldx = 0: V‘Pl € 080<Q)
Q Q

We know that W&’¢1~(Q) is the weak* closure of C§°(Q) in W1®1(Q), then using the fact that
¢1(|Vw,|) | Vw,| € LP1(Q) we can conclude that

(4.23) / o1(|Vw, | ) Vw, Vi dr —/ Ry(z,wp, yn)p1rdz =0, Y € Wol@l(Q).
Q Q
Still by (4.20), we have

_/¢2(|vyn‘)vynv¢2 Z/Rv(winayn)@dev VSOQ e V.
Q Q

Since V,, is a vector space, the above inequality gives

(4.24) / 02|V Vi Vips = — / Ro (2, 1, o) pada, Vo € V.
Q Q
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From (4.23) and (4.24)
/ 6oV |) Voa Viprdar — / G2Vl ) Vg V2 = / Ru(@, wn, yn)rda + / Ryt g ) o2,
(9] Q Q 0

for any (i1, ¢2) € Wi (Q) x V.
O

Lemma 4.10. The sequence (wy,yn) is bounded in X .

Proof. Consider the sequence

gn(z) = n(wy(z)), = €.

where 7 is given in Lemma 4.6. A direct computation leads to

Vgn = [1 _ i(wn) (1+ w"‘bll(w"))] V.

w3 é1(wn) ¢1(wn)
The last identity together with (¢/) implies that
(4.25) IVan| < |Vwy|, ¥YneN

On the other hand, (¢4) also gives
1

(4.26) lgn(z)] < ?]an(x)], Vo e Q.
1

From (4.25) and (4.26), g, € D(Js,) with
lgnll1< lwallr, ¥n € N.
By the Lemmas 4.8 and 4.9,

1 1
cn=/¢>1(lvwnl)dw—/¢1(|an|)|anl25(wn)drﬂ—/<I>z(|Vyn>dw+/¢2(|Vynl)lvyn!2dx
Q mJjo Q vVJa

1 1
+/Ru(x,wn,vk)wnh(wn)dx+/ Rv(%wnvyn)yndﬂ?—/R($,wn’yn)d$7
K Jo vJa Q

where h(t) = t%ﬁz) and S(t)=1— t2¢¢)>(1t()t) [1 + tflll((tt))}. By (R))(i) together with (¢5),
Uy

(4.27) cn2/Q‘I)1(|an\)dx—;L¢1(]an\)an|2S(wn)dx+ <—1>/Qq>2(\vyny)dx.

v

On the other hand, the Lemmas 4.8 and 4.9 together with (R})(¢¢) imply that

fen =B /Q By (|Von|)der + ; /Q 61 IV ) [ Va0 |28 () iz + 3 /Q Bo(| V| )
1

1 / Ruaty wn, g Y wh(wn)dz + B / Rz, wn, yn)de,
HJo Q

> 8 / &y (V| + / 1| V) [V 28 (wn)
Q mJo
i.e,
(4.28) —}i/Q¢1(|an|)]an|25(wn)de‘ > ac, — a/Qq)l(an)dx.

From (4.27) and (4.28),

(1= Ben= (1= 9) [ @a(Vunlide+ (2 1) [ 02Vl
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As a consequence of Lemma 4.3, we have that (c¢,) is bounded. Therefore the sequences
([q ®1(|Vwy|)dz) and ( [, ®2(|Vys|)dz) are bounded and consequently (wy,yy) is bounded

at Wy (Q) x W®2(Q).
0

Since (wn,Yn) is bounded, there is no loss of generality in assuming that
(4.29) (Wny Yn) = (u,v) in W PH(Q) x Wy*2(Q) as n — oo.

By [18, Theorem 2.1, Chapter 8], we can conclude that it is worth

(4.30) / Q1 (|Vul|)dr < liminf/ O (|Vwy,|)dx
RN n—oo RN

and

(4.31) / Oy (|Vo|)dx < liminf/ D9 (|Vyy|)dx.
]RN n—oo ]RN

Proposition 4.11. The pair (u,v) is a nontrivial solution of (S2).

Proof. Fixing k,n € N with n > k, we have X; C X,. Thus, for (¢1,p2) € X}, it follows from
Lemma 4.9 that

/¢1(|an\)anch1dx—/¢2(|Vyn|)VynV902d:v=/Ru(wvwmyn)sold:v
(4.32) @ @ @

+ /Q Ry (z,wn, yn)p2dx, VYn > k.
By the above equality together with the convexity of ®1, we will obtain

433) [ 01(Tprlds [ 01w > [ Ruliwn ) o1~ wa)da, Yior € W (@),
From this inequality, we can conclude that

1 1
/<I>1(]an—an|)d:v—/<1>1(|an])dx2 —/Ru(x,wn,yn)wnd:v,
Q n Q nJa

i.e,

o Q

n

As (wy) and (y,) are bounded in Wol’(pl(Q) and Wol’%(Q), respectively, there will be M > 0
such that

/ P (|[Vwy — 2Vwy|) — ®1(|Vwy|)
1
Q

de < M, ¥Yn € N.

n

Since @4 is in C? class, there exists 6,(x) € [0,1] such that

—Ivw. ) = w z T
(I)l(‘vwn nV_ZD CI)1(|v nD _ ¢1(|(1 _ enn())vwn‘)(l . Hn?i )

)|an|2.

Recalling that 0 < 1 — Q"T(w) <1, we know that 1 — Q”T(I) > (1 — Q"T(x))2 which leads to

/Q¢1(|(1 - enff))anD(l - G"T(Lx))QanFdx <M, VneN.
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As Vw, — Vu in (L?1(Q))" ", we also have (1 — ""T(“”))an — Vu in (Lq)l(Q))N_l as

n — 0o. Then, by using the fact that ¢;(¢)t? is convex, we can apply [18, Theorem 2.1, Chapter
8] to get

O ()

On(z)

liminf/qulﬂ(l— 7(1 )Vwnl) (1 - )2|an!2Z/ch1(|Vu|)|Vu|2dm

n—00

and so,

/ ¢1(|an|)|wn]2d1: < M.
Q

Recalling that
P1(t)t* = B (t) + 1 (e (t)t), VEER

we have

G1(|Vwn])|Vwn|* = @1(|Vwn|) + @1 (¢1(|Vwn])[ Vi)
which leads to

/qﬁl(\any)wan\?dx:/cbl(wan\)da:+/ci>1(¢1(wan\)wan\2)dx.
Q Q Q

Since [, ¢1(|Vul)|Vu|?dz is finite, we see that [, ®1(|Vu|)dz and [, @1(¢1(|Vu|)|Vul?)dz are
also finite, showing that u € D(Jg,) and u € dom(¢1(¢t)t). Furthermore, it follows from (4.30)
and (4.33) that

@3 [ e(Veds - [ @(Vahde > [ Rulouo)en - e, Ve € W (@),
Q Q Q
On the other hand, it follows from the equality (4.32) that

(4.35) / By (Vo) — / B (|Vyal)dz > — / Ro(a, wn, ya) (92 — yu)de, Yoz € Vi
Q Q Q

From this inequality, we can conclude that

1 1
/ B[V — ~V|)dar — / By (|Vynl)dz > © / R, 00, yo) i,
Q n Q n.Jjo

i.e,

/Q 2(’ Y n le 2(’ Yy |)daj§—/§;Rv(ZE,wn,yn)yndx

n

As (wy) and (y,) are bounded in Wol’q)l(Q) and Wol’%(Q), respectively, there will be M > 0
such that

dx < M, ¥n € N.

/ Do (|Vyn — 2Vynl) — @2(|Vynl)
1
Q

n

Since @ is in C* class, there exists 0, (x) € [0, 1] such that

_ 1 — x X
2a1Vn =5V =80T _ (1 0y, 1 )

Recalling that 0 < 1 — H"T(x) <1, we know that 1 — G”T(I) > (1 — Q"T(‘r)f which leads to

)\Vyn|2.

/Q¢>2(|(1 - G"T(Lx))wnb(l - G"T(Lx))ﬂvynﬁdx <M, VneN.



34 LUCAS DA SILVA AND MARCO SOUTO

As Vy, — Vv in (L®2(Q))" ", we also have (1 — 6}’LT(:E))Vyn —~ Vv in (LQZ(Q))N_l as

n — oo. Then, by using the fact that ¢o(¢)t? is convex, we can apply [18, Theorem 2.1,
Chapter 8] to get

liminf/ﬂ¢2(|(1 - M)Vyn\)(l -

n—00 n

O (x)

n

Vgl > /Q bo(|V0])| Vo P

and so,

/ b2(|Vo|) | Vo2 dz < M.
Q
Recalling that
Pa ()t = Do(t) + Po(¢o(t)t), Vt€R
we have which leads to

/52¢2(|Vv|)\VU|2dx:/Q<I>2(|Vv|)dx+/Qég(qbg(]Vv|)|Vv|2)dx.

Since [, ¢2(|Vv])|Vv[2dz is finite, we see that [;, ®2(|Vo|)dz and [, @2(d2(|Vu|)|Vv|?)dz are
also finite, showing that v € D(Jg,) and v € dom(¢p2(t)t).
Now, for ¢ € WEE®2(Q), there exists X, € Vi, such that

(4.36) lim x,m, =¢ in WgE*2(Q).

m—00

From (4.32),

- /Q 631V ViV (xXom — o)z = /Q R, Wy ) (Xom — ), ¥ > m.

The convexity of ®o implies that

(4.37) / Do (|V xm)dr — / Bo(| Vi) > — / R, s yo) (Xom — y)da, ¥ = m.
Q Q Q

Thus, by the limit (4.31) we have

(4.38) /<I>2(|me|)d:n— / Bs(|Vo|)dz > —/ Ro (2,1, 0) (xm — v)da.
Q Q Q
Now we use (4.36) in the above inequality to get
(4.39) /®2(|V<p|)dw— / By (|Vo|)da > —/ Ry, 0) (0 — v)da.
Q Q Q

Repeating the arguments used in Lemma 4.9, the inequalities (4.34) and (4.39) imply

/<Z>1(]Vu|)Vqu01dx:/Ru(:c,u,v)gpldﬂc, VQOQEWOL(IH(Q),
Q Q

/ $2(|Vv|) VoVpads = —/ Ry(z,u,v)padx, You € Wi E®2(Q).
Q Q

Finally, the fact that ¢o(|Vv|)|Vo| € L@(Q) together with the density weak® of C§°(12) in
WOI’%(Q) give

/¢1(|Vu\)VuV<p1dx—/¢2(|V1}\)V1}Vg02da::/Ru(a:,u,v)cpldac—i—/Rv(x,u,v)gogda:,
Q Q Q Q

for every (1, p2) € Wol’(bl(Q) X Wol’q)2 (Q). To conclude, the hypothesis (R}) guarantees that
(u,v) is a nontrivial solution for (S2), and the proof is complete.
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APPENDIX

Basics On Orlicz-Sobolev Spaces. In this section we recall some properties of Orlicz and
Orlicz-Sobolev spaces, which can be found in [1,11,29]. First of all, we recall that a continuous
function ® : R — [0, +00) is a N-function if:

(i) @ is convex;
(ii) ®(t) =0t =0;
(iii) P is even;

)

P
hmﬂ:()and lim i(f):—}—oo

(iv
t—0 t—+o00

We say that a N-function ® verifies the As-condition, and we denote by ® € (Ag), if there
are constants K > 0, tp > 0 such that
D(2t) < K®(t), Vt > to.

In the case of || = 400, we will consider that ® € (Ag) if ¢ = 0. For instance, it can be
shown that ®(t) = [¢[?/p for p > 1 satisfies the Ay-condition, while ®(¢) = (e!* —1)/2 does not
verify it.

If Q is an open set of RY, where N can be a natural number such that N > 1, and ® a
N-function then define the Orlicz space associated with ® as

L*Q) = {u € Li.(Q): / (|/\’> dx < 400 for some A\ > 0}
Q

The space L®(f2) is a Banach space endowed with the Luxemburg norm given by

- _ |ul
||’LL||L<I>(Q):1nf{)\>O/Qq)<)\ dr <1

In the case that ® verifies As-condition we have
L*(Q) = {u € L.(Q): / O (|ul)dx < —i—oo} :
Q

The complementary function ® associated with ® is given by the Legendre transformation,
that is,

D(s) = r?zagi{st —®(t)}, Vi>0.
The functions ® and ® are complementary to each other and satisfy the inequality below
(D' (1)) < d(2t), Vit >0.
Moreover, we also have a Young type inequality given by
st < d(t) + d(s), Vs,t>0.
Using the above inequality, it is possible to establish the following Holder type inequality:

/ uvdx
Q

The corresponding Orlicz-Sobolev space is defined by

ou
8:Ei

for all uwe L*(Q) and v e L&)(Q).

< 2ull sy llell oy

whe(Q) = {u e L®(Q): e L®(Q),i=1, N} ,
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with the norm
[ulli,e0 = [[Vulle + [Julle-

The space T/VO1 ®(Q) is defined as the weak* clousure of C§°(€2) in W1®(Q). Moreover, by the
Modular Poincaré’s inequality

(4.40) /Q<I>(|u]/d)dx < /Qq>(\vu|)dx, Yu € Wy ®(Q),

where d = 2diam(£?), and it follows that
lullo< 2d||Vulle, Yu € Wy ®(Q).

The last inequality yields that the functional ||-|:= ||V - ||¢ defines an equivalent norm in
W&’q)(Q). The spaces L®(Q), W1®(Q) and W&’(D(Q) are separable and reflexive, when ® and
® satisfy Ag-condition .

If |Q] < oo, the space E®(Q) denotes the closing of L>(2) in L®(Q) with respect to the
norm ||-|¢. When || = oo, the space E®() denotes the closure of C$°(2) in L®(Q) with

respect to norm ||-||¢. In any of these cases, L*(1) is the dual space of E®(Q), while L*(Q)

is the dual space of E®(Q). Moreover, E*(Q) and E®(Q) are separable and all continuous
functional M : E®(Q) — R are of the form

M(v) = /Qv(;r)g(:v)dx, for some function g € L&’(Q).

We recall that if ® verifies the As-condition, we then have E®(Q) = L?(Q).
The next result is crucial in the approach explored in Sections 3 and 4, and its proof follows
directly from the Banach-Alaoglu-Bourbaki theorem [16].

Lemma 4.12. Assume that ® is a N-function. If (u,) C WOL(I)(Q) is a bounded sequence, then
are a subsequence of (uy), still denoted by itself, and u € WOI’(I)(Q) such that

. Oup «  Ou
(4.41) Uy, —u in LT(Q)  and 81;- — 8;:- in L*(Q)
and
Juy, 0 P
/u,wdx—)/uvdx, “ wdx—>/ —uwda:, Vo, w € E®(Q).
Q Q o Oz o Oz

We denote the limit (4.41) by u, — u in VVO1 “®(Q). As an immediate consequence of the

last lemma, we have the following corollary.
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