
EXISTENCE OF SOLUTION FOR TWO CLASSES OF QUASILINEAR

SYSTEMS DEFINED ON A NON-REFLEXIVE ORLICZ-SOBOLEV SPACES

LUCAS DA SILVA AND MARCO SOUTO

Abstract. This paper proves the existence of nontrivial solution for two classes of quasilinear
systems of the type 

−∆Φ1u = Fu(x, u, v) + λRu(x, u, v) in Ω

−∆Φ2v = −Fv(x, u, v)− λRv(x, u, v) in Ω

u = v = 0 on ∂Ω

where λ > 0 is a parameter, Ω is a bounded domain in RN (N ≥ 2) with smooth boundary

∂Ω. The first class we drop the ∆2-condition of the functions Φ̃i(i = 1, 2) and assume that
F has a double criticality. For this class, we use a linking theorem without the Palais-Smale
condition for locally Lipschitz functionals combined with a concentration–compactness lemma
for nonreflexive Orlicz-Sobolev space. The second class, we relax the ∆2-condition of the
functions Φi(i = 1, 2). For this class, we consider F = 0 and λ = 1 and obtain the proof based
on a saddle-point theorem of Rabinowitz without the Palais-Smale condition for functionals
Fréchet differentiable combined with some properties of the weak∗ topology.

1. Introduction

In the present paper, we consider the existence of nontrivial solution for a large class of
quasilinear systems of the type

(1.1)


−∆Φ1u = Fu(x, u, v) + λRu(x, u, v) in Ω

−∆Φ2v = −Fv(x, u, v)− λRv(x, u, v) in Ω

u = v = 0 on ∂Ω

where λ > 0 is a parameter, Ω is a bounded domain in RN (N ≥ 2) with smooth boundary ∂Ω,
F : Ω×R2 → R and R : Ω×R2 → R are continuous function verifying some conditions which
will be mentioned later. It is important to recall that

∆Φiu = div(φi(|∇u|)∇u)

where Φi(i = 1, 2) : R→ R is a N -function of the form

Φi(t) =

∫ |t|
0

sφi(s)ds,(1.2)

and φi : (0,∞)→ (0,∞) is a C1 function verifying some technical assumptions.
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Set Φ1 =: Φ, v = 0, Fv(x, t, 0) = 0 and Rv(x, t, 0) = 0, for all t ∈ R. Then the system (1.1)
reduces to the following quasilinear elliptic equation:

(1.3)

{ −∆Φu = f(x, u) + λr(x, u) in Ω

u = 0 on ∂Ω

where Ω is a domain in RN , f(x, u) = Fu(x, u, 0) and r(x, u) = Rv(x, u, 0).
The equations like (1.3) have been arousing great interest among scholars. We refer readers

to [4,11,13,14,19,26,27,28,33] and reference therein for more information. In all of these works

the so called ∆2-condition has been assumed on Φ and Φ̃, which ensures that the Orlicz-Sobolev

space W 1,Φ
0 (Ω) is a reflexive Banach space. This assertion is used several times in order to get a

nontrivial solution for elliptic problems taking into account the weak topology and the classical
variational methods to C1 functionals.

In recent years many researchers have been relaxing the ∆2-condition of the functions Φ
and Φ̃ to study the equation (1.3). From a mathematical point of view the problem becomes
more subtle, because in general the functional energy associated with these problems are in
general only continuous and the classical variational methods to C1 cannot be used. Also,

the weak topology cannot be taken into account, since W 1,Φ
0 (Ω) may not be reflective. For

example, in [25], Garćıa-Huidobro et al. have considered existence of solution for the nonlinear
eigenvalue problem like (1.3) where r is a continuous function verifying some other technical

conditions. In the first part of that paper the authors consider the function Φ = (et
2 − 1)/2.

More recently, Fukagai et al, in [12], studied the equation (1.3) assuming that the N -function

Φ̃ may not verify the ∆2-condition. In that paper, the authors assumed that f has a critical
Sobolev growth, r is a subcritical term and λ is a real parameter. Using variational arguments
along with the second concentration–compactness lemma of P. L. Lions for nonreflexive Orlicz-
Sobolev space, they showed that there exists a constant λ0 > 0 such that the boundary-value

problem (1.3) has a nonnegative nontrivial solution in W 1,Φ
0 (Ω) for any λ > λ0.

Already in [9], Silva, Gonçalves and Silva, considered existence of multiple solutions for a
class of problem like (1.3). In that paper the ∆2-condition is not also assumed and the main
tool used was the truncation of the nonlinearity together with a minimization procedure for
the functional energy associated to the quasilinear elliptic problem (1.3). In another paper,
Silva, Carvalho, Silva and Gonçalves, in [10], study a class of problem (1.3) where the energy

functional satisfies the mountain pass geometry and the N -function Φ̃ does not satisfy the
∆2-condition and has a polynomial growth.

Set φ1(t) = |t|p − 2, φ2(t) = |t|q − 2 (p, q > 1). Then system (1.1) reduces to the following
(p, q)-Laplacian system:

(1.4)


−∆pu = Fu(x, u, v) + λRu(x, u, v) in Ω

−∆qv = −Fv(x, u, v)− λRv(x, u, v) in Ω

u = v = 0 on ∂Ω

For the case where p = q = 2, this class of systems is called noncooperative and in recent
decades many recent studies have focused on it. For example, in [15], Ding and Figueiredo
consider the noncooperative system (1.4) with λ = 1 allowing that the function F (x, u, v) can
assume a supercritical and subcritical growth on v and u respectively. They established the
existence of infinitely many solutions to (1.4) provided the nonlinear terms F and R are even in
(u, v). Already in [24], Clapp, Ding and Hernández showed that multiple existence of solutions
to the noncooperative system (1.4) with some supercritical growth can be established without
the symmetry assumption. Motivated by some results found in [24] and [15], Alves and Monari
in [5] studied the existence of nontrivial solutions for (1.4) when p and q are different from 2,
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λ = 1 and F (x, u, v) has a supercritical growth on variable v and has a critical growth at infinity
on variable u of the type |u|p∗ with p∗ = pN/(N − p), the critical exponent of the embedding

W 1,p
0 (Ω) ↪→ Lp

∗
(Ω). The main difficulty in this case case is the lack of compactness of the

functional energy associated to system. To overcome this difficulty, they carefully estimate
and prove through the concentration–compactness principle due to Lions [32] the existence of
a Palais-Smale sequence that has a strongly convergent subsequence.

In a brief bibliographical research, we can mention some contributions devoted to the study
of system where Φ1 and Φ2 are less trivial functions, as can be seen in [20,23]. We would like
to highlight the paper [23], Wang et al. considered the following quasilinear elliptic system in
Orlicz-Sobolev spaces:

(1.5)


−∆Φ1u = Ru(x, u, v) in Ω

−∆Φ2v = Rv(x, u, v) in Ω

u = v = 0 on ∂Ω

where Ω is a bounded domain in RN (N ≥ 2) with smooth boundary ∂Ω. In that paper when
F satisfies some appropriate conditions including (Φ1,Φ2)-superlinear and subcritical growth
conditions at infinity as well as symmetric condition, by using the mountain pass theorem and
the symmetric mountain pass theorem, they obtained that system (1.5) has a nontrivial weak
solution and infinitely many weak solutions, respectively. Some of the results obtained extend
and improve those corresponding results in Carvalho et al [26].

In [20], Huentutripay-Manásevich studied an eigenvalue problem to the following system:
−∆Φ1u = λRu(x, u, v) in Ω

−∆Φ2v = λRv(x, u, v) in Ω

u = v = 0 on ∂Ω

where the function R has the form

R(x, u, v) = A1(x, u) + b(x)Γ1(u)Γ2(v) +A2(x, v).

They extended the results of [25] for this system, that is, for a certain λ, translated the existence
of a solution into an adequate minimization problem and proved the existence of a solution
under some reasonable restriction. It is obvious that in [20], the Orlicz-Sobolev spaces need
not be reflexive.

Inspired by the mentioned research works cited above and sharpened by the known difficulty
of working with nonreflexive Banach spaces, we intend to consider two new classes of problem

(1.1) where W 1,Φ
0 (Ω) can be nonreflexive.

The section 3 of this paper is dedicated to the study of the (1.1) system where the functions

Φ̃1 and Φ̃2 may not verify the ∆2-condition. Inspired by [5], we assume that F : Ω× R2 → R
has a supercritical growth on variable v and has a critical growth at infinity on variable u and
R : Ω×R2 → R is a continuous function with subcritical term verifying some conditions which
will be mentioned in section 3. The first difficulty in studying this case arises from the lack of

differentiability of the energy functional Jλ : W 1,Φ1
0 (Ω) ×W 1,Φ2

0 (Ω) → R associated with the
system (1.1) given by

Jλ(u, v) =

∫
Ω

Φ1(|∇u|)dx−
∫

Ω
Φ2(|∇v|)dx−

∫
Ω
F (x, u, v)dx− λ

∫
Ω
R(x, u, v)dx.

To get around this difficulty we will use the critical point theory for locally lipschitz fuctionals,
here, in particular we apply a version of the linking theorem without Palais-Smale condition
for locally lipschitz fuctionals (The version that will be applied in section 3 we took care to
enunciate in section 2). A second difficulty of studying this case is the lack of compactness of
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the energy functional Jλ. To overcome this difficulty, we adapted some arguments presented in
the works of Alves and Soares in [5] and from Fukagai et al, in [12]. Here, we carefully estimate
and prove through the second concentration–compactness lemma of P. L. Lions for nonreflexive
Orlicz-Sobolev space that there exists a constant λ0 > 0 such that the boundary-value problem

(1.3) has a nonnegative nontrivial solution in W 1,Φ
0 (Ω) for any λ > λ0.

The section 4 of this paper is dedicated to the study of the (1.1) system where the functions
Φ1 and Φ2 may not verify the ∆2-condition. Here, we consider F = 0, λ = 1 and R a continuous
function verifying some conditions which will be mentioned in section 4. As stated earlier, the
first difficulty in relaxing the ∆2 -condition of the functions Φ1 and Φ2 arises from the fact that

the energy functional J : W 1,Φ1
0 (Ω)×W 1,Φ2

0 (Ω)→ R associated with the system (1.1) given by

J(u, v) =

∫
Ω

Φ1(|∇u|)dx−
∫

Ω
Φ2(|∇v|)dx−

∫
Ω
R(x, u, v)dx.

no belongs to C1(W 1,Φ1
0 (Ω) × W 1,Φ2

0 (Ω),R). Have this in mind, we have decide to work in

the space W 1
0E

Φi(Ω), because it is topologically more rich than W 1,Φi
0 (Ω), for example, it is

possible to prove that the energy functional J is C1(W 1
0E

Φ1(Ω)×W 1
0E

Φ2(Ω),R). Even knowing
that the result contained in Proposition 3.7 in [3] presents inconsistency when dropping the
∆2-condition, we add a ”Ambrosetti–Rabinowitz” condition under the function R and we refine
part of the technique presented by Alves et al., so that, together with the saddle-point theorem
of Rabinowitz without Palais-Smale condition, we can prove the existence of a Palais-Smale

bounded sequence. Finally, due to the possible lack of reflexivity of spaces W 1,Φi
0 (Ω)(i = 1, 2),

we will use some properties of the weak∗ topology of these spaces to guarantee the existence
of nontrivial solutions for the system (1.1).

It is important to stress that, to the best of our knowledge, this is the first paper where the
linking theorem for locally lipschitz fuctionals and the saddle-point theorem of Rabinowitz has
been used to deal with a quasilinear elliptic system driven by an N -functions may not verify
the ∆2-condition.

2. Preliminaries

We recall a few notations and results on the critical point theory for locally Lipschitz
functionals defined on a real Banach space X with norm ‖·‖X . This results can be found
in [30] and in references therein.

Let X be a Banach space. Let I : X → R be a locally Lipschitz functional (I ∈ Liploc(X,R),
that is, for each x ∈ X, there exist an open neighborhood N(x) of x and a constant k(x) > 0,
such that

|I(y1)− I(y2)| ≤ k(x)‖y1 − y2‖,

for all y1 and y2 in N(x).
A generalized directional derivative of a locally Lipschitz functional I : X → R at x ∈ X in

the direction v ∈ X, denoted by I0(x; v), is defined by

I0(x; v) = lim sup
h→0 λ→0+

I(x+ h+ λv)− I(x+ h)

λ

and the generalized gradient of I at x is the set

∂I(x) = {µ ∈ X∗ : 〈µ, v〉 ≤ I0(x; v), v ∈ X}.
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Let Q be a compact metric space and let Q∗ be a nonempty closed subset strictly contained
in Q. We set

P = {p ∈ C(Q,X) : p = p∗ on Q∗},(2.1)

where p∗ is a fixed continuous map on Q∗ and

c = inf
c∈P

max
x∈Q

I(p(x)).(2.2)

So

c ≥ max
x∈Q∗

I(p∗(x)).(2.3)

We say that the subset A ⊂ X links with the pair (Q,Q∗) if p∗(Q∗) ∩ A = ∅ and for each
p ∈ P, p(Q) ∩A 6= ∅.

Theorem 2.1. Let I ∈ Liploc(X,R) and A ⊂ Ic = {x ∈ X : I(x) ≥ c} be a closed subset which
links with the pair (Q,Q∗). Then there exists a sequence (xn) ⊂ X satisfying

lim
n→∞

d(xn, A) = 0, lim
n→∞

I(xn) = c e lim
n→∞

λI(xn) = 0,

with
λI(xn) = min{‖µ‖X∗ : µ ∈ ∂I(xn)}.

Proposition 2.2. Let I : X → R be a continuous and Gateaux-differentiable functional such
that I ′ : X → X∗ is continuous from the norm topology of X to the weak∗-topology of X∗.
Then I ∈ Liploc(X,R) and ∂I(x) = {I ′(x)}, ∀x ∈ X.

The Theorem 2.1 together with Proposition 2.2 allows us to propose a linking theorem for
Gateaux-differentiable functionals. This result will be fundamental to study the class of system
proposed in section 3.

Theorem 2.3. (The linking theorem) Let X be a real Banach space with X = Y ⊕Z, where Y
is finite dimensional. Suppose that I : X −→ R is continuous and Gateaux-differentiable with
derivative I ′ : X −→ X∗ continuous from the norm topology of E to the weak∗-topology of X∗

satisfying:
(I1) There is σ > 0 such that if N = {u ∈ Z : ‖u‖≤ σ}, then b =̇ inf

∂N
I > 0.

(I2) There are z∗ ∈ Z ∩ ∂B1 and ρ > σ such that

0 = sup
∂M

I < d =̇ sup
M

I,

where
M = {u = λz∗ + y : ‖u‖≤ ρ, λ ≥ 0, y ∈ Y }

If

c = inf
γ∈Γ

max
x∈N

I(γ(t)),

with

Γ = {γ ∈ C(N , X) : γ|∂N = Id∂N }.
Then, b ≤ c and there is a sequence (un) ⊂ X such that

I(un)→ c and I ′(un)→ 0.

Proof. The result follows from Proposition 2.2 and Theorem 2.1 with P = Γ, Q = N , Q∗ = ∂N ,
p∗ = IdQ∗ e A = {x ∈ Z + Y : I(x) ≥ c}.

�
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For the last section of this paper we will use the already known saddle-point theorem of
Rabinowitz without Palais-Smale condition. The proof of this result also follows from Theorem
2.1 along with Proposition 2.2.

Theorem 2.4. (Saddle-point theorem) Let X be a real Banach space with X = Y ⊕ Z, where
Y is finite dimensional. Suppose that I : X → R is continuous and Gateaux-differentiable with
derivative I ′ : X → X∗ continuous from the norm topology of E to the weak∗-topology of X∗

satisfying:
(I1) there are constants ρ > 0 and α1 ∈ R such that ifM = {u ∈ Y : ‖u‖≤ ρ}, then I|∂M ≤ α1.
(I2) there is a constant α2 > α1 such that I|Z ≥ α2. If

c = inf
γ∈Γ

max
x∈M

I(γ(t)),

with

Γ = {γ ∈ C(M, X) : γ|∂M = Id|∂M}.
Then, there is (un) ⊂ X such that

I(un)→ c and I ′(un)→ 0.

3. The functions Φ̃1 and Φ̃2 may not verify the ∆2-condition

In this section, we study the existence of solutions for the following class of quasilinear
systems in Orlicz-Sobolev spaces:

(S1)


−div(φ1(|∇u|)∇u) = Fu(x, u, v) + λRu(x, u, v) in Ω

−div(φ2(|∇v|)∇v) = −Fu(x, u, v)− λHv(x, u, v) in Ω

u = v = 0 on ∂Ω

where λ > 0 is a parameter, Ω is a bounded domain in RN (N ≥ 2) with smooth boundary ∂Ω,
and φi(i = 1, 2) : (0,∞)→ (0,∞) are two functions which satisfy:
(φ1) φi ∈ C1(0,+∞) and t 7→ tφi(t) are stricly increasing.
(φ2) tφi(t)→ 0 as t→ 0 and tφi(t)→ +∞ as t→ +∞

(φ3) 1 ≤ `i = inf
t>0

t2φi(t)

Φi(t)
≤ sup

t>0

t2φi(t)

Φi(t)
= mi < N, where Φi(t) =

∫ |t|
0 sφi(s)ds and `i < mi < `∗i .

Before continuing this section, consider α1, α2 ∈ (0, N
N−1 − 1) such that α1 ≤ α2. We would

like to point out that Φ1(t) = |t| ln(|t|α1 + 1) and Φ2(t) = |t| ln(|t|α2 + 1) satisfying (φ1)− (φ3)
with `1 = `2 = 1 and m1 = 1 + α1, m2 = 1 + α2 respectively. These functions are examples of
N -functions whose the complementary functions Φ̃1 and Φ̃2 do not satisfy the ∆2-condition,

consequently W
1,Φα1
0 (Ω)×W 1,Φα2

0 (Ω) is nonreflexive.

In this section, we would like to recall that (u, v) ∈W 1,Φ1
0 (Ω)×W 1,Φ2

0 (Ω) is a weak solution
of (S1) whenever∫

Ω
φ1(|∇u|)∇u∇w1dx−

∫
Ω
φ2(|∇v|)∇v∇w2dx =

∫
Ω
Hu(x, u, v)w1dx+

∫
Ω
Hv(x, u, v)w2dx,

for all (w1, w2) ∈W 1,Φ1
0 (Ω)×W 1,Φ2

0 (Ω). Here, let us consider the H function as follows:

H(x, u, v) = F (x, u, v) + λR(x, u, v)

where F (x, u, v) = Φ1∗(u) + G(v), λ > 0 is a real parameter and Φ1∗ denotes the Sobolev
conjugate function of Φ1 defined by

Φ−1
1∗ (t) =

∫ t

0

Φ−1
1 (s)

s(N+1)/N
ds for t > 0 when

∫ +∞

1

Φ−1
1 (s)

s(N+1)/N
ds = +∞.
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Furthermore, the functions G and R satisfy the following conditions:

(G1) There are C > 0, G ∈ C1(R,R), a1, a2 ∈ (1,∞) and a N -function A(t) =
∫ |t|

0 sa(s)ds
satisfying

(i) m2 < a1 ≤
a(t)t2

A(t)
≤ a2, ∀t > 0

and

(ii) |g(s)| ≤ a1Ca(|s|)|s|, for all s ∈ R

where g(s) = G′(s). If a2 ≥ `∗2, we add that

(iii) (g(t)− g(s))(t− s) ≥ Ca(|t− s|)|t− s|2, for all t, s ∈ R.

(G2) There exists ν ∈ (0, `1) such that

0 ≤ νG(s) ≤ sg(s), for all s ∈ R.

(R1) R ∈ C1(Ω × R2), Ru(x, 0, 0) = 0, Rv(x, 0, 0) = 0, R(x, u, v) ≥ 0 and
Ru(x, u, v)u ≥ 0, for all (x, u, v) ∈ Ω× R2.

(R2) There are N -functions B(t) =
∫ |t|

0 sb(s)ds, P (t) =
∫ |t|

0 sp(s)ds, Q(t) =
∫ |t|

0 sq(s)ds and

Z(t) =
∫ |t|

0 sz(s)ds satisfying

(i) m1 < p1 ≤
p(t)t2

P (t)
≤ p2 < `∗1

(ii) m1 < b1 ≤
b(t)t2

B(t)
≤ b2 < `∗1

(iii) m2 < q1 ≤
q(t)t2

Q(t)
≤ q2 < `∗2

(iv) m2 < z1 ≤
z(t)t2

Z(t)
≤ z2 < `∗2,

with max{b2, q2} < min{`∗1, `∗2} so that

(3.1) |Ru(x, u, v)| ≤ C(p(|u|)u+ q(|v|)v) and |Rv(x, u, v)| ≤ C(b(|u|)u+ z(|v|)v),

for all (x, u, v) ∈ Ω× R2 and for some constant C > 0.
(R3) There exists µ ∈ (m1, `

∗
1) such that

1

µ
Ru(x, u, v) +

1

ν
Rv(x, u, v)−R(x, u, v) ≥ 0, for all x ∈ Ω and (u, v) ∈ R2,

where ν is given by condition (G2).
(R4) There exists s ∈ (m1,max{p2, b2}], a nonempty open subset Ω0 ⊂ Ω and a constant ω > 0
such that

R(x, u, v) ≥ ω|u|s for all x ∈ Ω0 and (u, v) ∈ R2.

The main result of this section is the following.

Theorem 3.1. If (φ1) − (φ3), (G1) − (G2), (R1) − (R4) hold, then there exists λ0 > 0 such
that (S1) possesses a nontrivial solution for all λ > λ0.
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Fix p ∈ (m1, `
∗
1) and q ∈ (m2, `

∗
2). The function R(u, v) = |u|p + C|v|q + ε sin |u|p sin |v|q

satisfies (R1) − (R4) with P (t) = B(t) = |t|p/p, Q(t) = Z(t) = |t|q/q, C > 0 and ε > 0 small
enough.

Before proving the above theorem, we have to fix some notations. In the sequel VA stands

for the space W 1,Φ2
0 (Ω) ∩ LA(Ω) endowed with the norm

‖v‖A= ‖v‖
W

1,Φ2
0 (Ω)

+|v|A,

where ‖v‖
W

1,Φ2
0 (Ω)

and |v|A denote the usual norms in in W 1,Φ2
0 (Ω) and LA(Ω), respectively.

We write X for the space W 1,Φ1
0 (Ω)× VA endowed with the norm

‖(u, v)‖2= ‖u‖2
W

1,Φ1
0 (Ω)

+‖v‖2A,

where ‖u‖
W

1,Φ1
0 (Ω)

denotes the usual norm in W 1,Φ1
0 (Ω). Under the assumptions (G1) and (R2),

the functional Hλ given by

Hλ(u, v) =

∫
Ω
H(x, u, v)dx.(3.2)

is well defined, belongs to C1(X,R) and

H′λ(u, v)(w1, w2) =

∫
Ω
Hu(x, u, v)w1dx+

∫
Ω
Hv(x, u, v)w2dx,(3.3)

for all (u, v), (w1, w2) ∈ X. Now, we consider the functional Q : X → R which is given by

Q(u, v) =

∫
Ω

Φ1(|∇u|)dx−
∫

Ω
Φ2(|∇v|)dx,(3.4)

It is well known in the literature that Q ∈ C1(E,R) when Φ1, Φ2, Φ̃1 and Φ̃2 satisfy the
∆2-condition and this occurs when we have the condition satisfied to `1 > 1 and `2 > 1. When
`1 = 1 (or `2 = 1), we know that Φ̃1 /∈ (∆2) (or Φ̃2 /∈ (∆2)) and therefore cannot guarantee the
differentiability of functional Q. However, following the ideas presented in [22], it is clear that
the functional Q is continuous and Gateaux-differentiable with derivative Q′ : X → X∗ given
by

Q′(u, v)(w1, w2) =

∫
Ω
φ1(|∇u|)∇u∇w1dx−

∫
Ω
φ2(|∇v|)∇v∇w2dx,

continuous from the norm topology of X to the weak∗-topology of X∗. Therefore, we can
conclude that the energy functional Jλ : X → R associated with the system (S1) given by

Jλ(u, v) =

∫
Ω

Φ1(|∇u|)dx−
∫

Ω
Φ2(|∇v|)dx−

∫
Ω
H(x, u, v)dx.

is continuous and Gateaux-differentiable with derivative J ′λ : X → X∗ defined by

J ′λ(u, v)(w1, w2) =

∫
Ω

φ1(|∇u|)∇u∇w1dx−
∫

Ω

φ2(|∇v|)∇v∇w2dx−
∫

Ω

Hu(x, u, v)w1dx−
∫

Ω

Hv(x, u, v)w2dx

continuous from the norm topology of X to the weak∗-topology of X∗. Since J ′λ(0, 0) = 0, we
say that (u, v) is a nontrivial solution of (S1) when J ′λ(u, v)(w1, w2) = 0, for all (w1, w2) ∈ X
and satisfies Jλ(u, v) 6= 0.

In order to apply the linking theorem 2.3, we introduce one more piece of notation. Since
(VA, ‖·‖A) is separable, then there exists a sequence (en) ⊂ VA such

VA = span{en : n ∈ N}.(3.5)



EXISTENCE OF SOLUTION FOR TWO CLASSES OF QUASILINEAR SYSTEMS... 9

Hereafter, for each n ∈ N we denote by V n
A and Xn the following spaces

V n
A = span{ej : j = 1, · · · , n} and Xn = W 1,Φ1

0 (Ω)× V n
A .

The restriction of Jλ to Xn will be denoted by Jλ,n. Then Jλ,n : Xn −→ R is the functional
given by

Jλ,n(u, v) =

∫
Ω

Φ1(|∇u|)dx−
∫

Ω
Φ2(|∇v|)dx−

∫
Ω
H(x, u, v)dx.

is continuous and Gateaux-differentiable with derivative J ′λ,n : Xn −→ X∗n given by

J ′λ,n(u, v)(w1, w2) =

∫
Ω

φ1(|∇u|)∇u∇w1dx−
∫

Ω

φ2(|∇v|)∇v∇w2dx−
∫

Ω

Hu(x, u, v)w1dx−
∫

Ω

Hv(x, u, v)w2dx

continuous from the norm topology of Xn to the weak∗-topology of X∗n.
In the following, we prove that Jλ,n satisfies the hypotheses of Theorem 2.3.

Lemma 3.2. Assume that (G1) − (G2) and (R1) − (R4) hold. For every λ > 0, there exist

σ > 0 and ρ > σ such that if u∗ ∈W 1,Φ1
0 (Ω) satisfies ‖u∗‖W 1,Φ1

0 (Ω)
= 1, then

dn := sup
Mn

u∗

Jλ,n ≥ bn := inf
Nn

Jλ,n > 0 = max
∂Mn

u∗

Jλ,n,

where

Mn
u∗ = {(θu∗, v) ∈ Xn : ‖(θu∗, v)‖2≤ ρ2, θ ≥ 0} and Nn = {(u, 0) ∈ Xn : ‖u‖

W
1,Φ1
0 (Ω)

= σ}.

Proof. By (R1) and (R2),

Jλ,n(u, 0) ≥ ξ0
Φ(‖u‖1,Φ)− ξ1

Φ∗(‖u‖Φ∗)− Cλξ
1
P (‖u‖P ),

where

ξ0
Φ1

(t) = min{t`1 , tm1}, ξ1
Φ1∗(t) = max{t`∗1 , tm∗1} and ξ1

P (t) = max{tp1 , tp2}.
Now, remember that by the assumption (R2)(i) it is possible to show the following limits:

lim
t→0

P (|t|)
Φ1(|t|)

= 0 and lim
|t|→+∞

P (|t|)
Φ1∗(|t|)

= 0.

Through these two limits we can guarantee the existence of a constant C1 > 0 that does not
depend on u so that

‖u‖P≤ C1‖u‖1,Φ1 , ∀u ∈W 1,Φ1
0 (Ω).

Another important inequality was proved by Donaldson and Trudinger [34], which establishes
the existence of a constant S0 > 0 that depends on N such that

‖u‖Φ1∗≤ S0‖u‖1,Φ1 , ∀u ∈W 1,Φ1
0 (Ω).(3.6)

Thus,

Jλ,n(u, 0) ≥ ‖u‖m1
1,Φ1
−‖u‖`

∗
1

1,Φ1
−Cλ‖u‖p1

1,Φ1
, for ‖u‖1,Φ< 1

Since m1 < `∗1 and m1 < p1, choose ρ > 0 sufficiently small such that

Jλ,n(u, 0) ≥ Cσ`2 , for ‖u‖1,Φ= ρ,(3.7)

therefore

bn := inf
Nn

Jλ,n ≥ Cσ`2 , ∀n ∈ N.(3.8)

Now, from (G2) and (R1),

Jλ,n(0, v) ≤ 0, ∀v ∈ V n
A .(3.9)
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Consider u∗ ∈W 1,Φ1
0 (Ω) with ‖u∗‖1,Φ1= 1, by assumptions (G2) and (R1),

Jλ,n(θu∗, v) ≤
∫

Ω
Φ1(|∇(θu∗)|)dx−

∫
Ω

Φ2(|∇v|)dx−
∫

Ω
Φ1∗(|θu∗|)dx

≤ ξ1
Φ1

(θ)ξ1
Φ1

(‖u∗‖1,Φ1)− ξ0
Φ2

(‖v‖1,Φ2)− ξ0
Φ1∗(θ)ξ

0
Φ1∗(‖u∗‖Φ1∗)

for each θ > 0 and v ∈ V n
A , where

ξ1
Φ1

(t) = max{t`1 , tm1}, ξ0
Φ1∗(t) = min{t`∗1 , tm∗1} and ξ0

Φ2
(t) = max{t`2 , tm2}.

If a2 < m∗1, then A increases essentially more slowly than Φ2∗ near infinity. From
Theorem 8.35 in [1] it follows that LΦ2∗(Ω) is continuously embedded in LA(Ω), consequently

W 1,Φ1
0 (Ω) = VA and as norms ‖·‖A and ‖·‖1,Φ2 are equivalent. Given this, there is a constant

C > 0 such that

Jλ,n(θu∗, v) ≤ ξ1
Φ1

(θ)− Cξ0
Φ2

(‖v‖A)− ξ0
Φ∗(θ)ξ

0
Φ1∗(‖u∗‖Φ1∗),

for each θ > 0 and v ∈ V n
A .

Note that ‖(θu∗, v)‖2= θ2 + ‖v‖2A= ρ2 implies that

θ2 ≥ ρ2

2
or ‖v‖2A≥

ρ2

2
.

Assume that θ2 ≥ ρ2/2 occurs, then for ρ > 0 large enough, we have

ξ1
Φ1

(θ)− Cξ0
Φ2

(‖v‖A)− ξ0
Φ1∗(θ)ξ

0
Φ1∗(‖u∗‖Φ1∗) = θm1 − Cξ0

Φ2
(‖v‖A)− θ`∗1ξ0

Φ∗(‖u∗‖Φ∗) < 0,

because m1 < `∗1. Similar property happens when ‖v‖2A≥ ρ2/2. Therefore, we conclude that
there exists ρ > σ such that

Jλ,n(θu∗, v) ≤ 0,(3.10)

for all (θu∗, v) ∈ Xn so that ‖θu∗‖1,Φ1+‖v‖2A= ρ2 and θ > 0. By (3.9) and (3.10), we have
max
∂Mn

u∗

Jn = 0, since (0, 0) ∈ ∂Mn
u∗ , and the proof is complete in this case.

Now, if a2 ≥ m∗1 , from (G1)(ii) there is a positive constant C such that

Jλ,n(θu∗, v) ≤
∫

Ω
Φ1(|∇(θu∗)|)dx−

∫
Ω

Φ2(|∇v|)dx−
∫

Ω
Φ1∗(|θu∗|)dx− C

∫
Ω
A(|v|)dx

≤ ξ1
Φ1

(θ)ξ1
Φ1

(‖u∗‖1,Φ)− ξ0
Φ2

(‖v‖1,Φ2)− ξ0
Φ1∗(θ)ξ

0
Φ1∗(‖u∗‖Φ1∗)− ξ0

A(|v|A),

where

ξ0
A(t) = min{ta1 , ta2}.

Observing that ‖(θu∗, v)‖2= θ2 + ‖v‖2A= ρ2 implies that

θ2 ≥ ρ2

2
, ‖v‖21,Φ2

≥ ρ2

4
or |v|2A ≥

ρ2

4
,

the same argument used in the former case implies that for ρ > 0 large enough

Jn(θu∗, v) ≤ 0,(3.11)

for all (θu∗, v) ∈ Xn so that ‖θu∗‖1,Φ1+‖v‖2A= ρ2 and θ > 0. Therefore, the lemma is proved.
�
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In order to prove the Theorem 3.1, we need to consider that Ω0 ⊂ Ω be an open set satisfying

(R4) and u0 ∈W 1,Φ1
0 (Ω) such that

u0 ≥ 0, u0 6= 0, supp(u0) ⊂ Ω0 and ‖u0‖W 1,Φ1
0 (Ω)

= 1.(3.12)

Then, by Lemma 3.2, we can apply the linking theorem 2.3 to functional Jλ,n using a point
zn = (u0, 0) and the sets

Yn = {0} × V n
r , Z = W 1,Φ1

0 (Ω)× {0} and Nn = {(u, 0) ∈ X1 : ‖u‖1,Φ1= σ}.

Then, there are sequences (uk, vk) ⊂ Xn such that

Jλ,n(uk, vk)→ cλ,n and J ′λ,n(uk, vk)→ 0 as k →∞(3.13)

where

bn ≤ cλ,n := inf
γ∈Γ

max
u∈Mn

u0

Jλ,n(γ(u)),(3.14)

Γ = {γ ∈ C(Mn
u0
, Xn) : γ|∂Mn

u0
= Id∂Mn

u0
}.

Lemma 3.3. The sequence (uk, vk) is bounded in Xn.

Proof. From (3.13)

Jλ,n(uk, vk)− J ′n(uk, vk)(
1

µ
uk,

1

ν
vk) = cλ,n + ok(1)‖(uk, vk)‖

By (G2), (R3), (φ3),

Jλ,n(uk, vk)− J ′λ,n(uk, vk)(
1

µ
uk,

1

ν
vk) ≥

(
1− m1

µ

)
ξ0

Φ1
(‖uk‖1,Φ1) +

(
`2
ν
− 1

)
ξ0

Φ2
(‖vk‖1,Φ2),

where ξ0
Φ1

(t) = min{t`1 , tm1} and ξ0
Φ2

(t) = min{t`2 , tm2}. Since V n
A is a finite dimensional

space, the norms ‖·‖1,Φ2 and ‖·‖A are equivalent, hence, from the above inequalities

cλ,n + ok(1)‖(uk, vk)‖≥
(

1− m1

µ

)
ξ0

Φ1
(‖uk‖1,Φ1) +

(
`2
ν
− 1

)
ξ0

Φ2
(C‖vk‖A),(3.15)

for some C = C(n) > 0. Suppose for contradiction that, up to a subsequence, ‖(uk, vk)‖→ +∞
as k → +∞. This way, we need to study the following situations:
(i) ‖uk‖1,Φ1→ +∞ and ‖vk‖A→∞
(ii) ‖uk‖1,Φ1→ +∞ and ‖vk‖A is bounded
(iii) ‖vk‖A→∞ and ‖uk‖1,Φ1 is bounded

In the first case, the inequality (3.15) implies that

2c2
λ,n + ok(1)‖(uk, vk)‖2≥

(
1− m1

µ

)2

‖uk‖2`11,Φ1
+

(
`2
ν
− 1

)2

‖vk‖2`2A .

for k large enough. Which is absurd, because `1 ≥ 1, `2 ≥ 1 and ok(1)→ 0.
In case (ii), we have for k large enough

2c2
λ,n + C1 + ok(1)‖uk‖1,Φ≥

(
1− m1

µ

)2

‖uk‖2`11,Φ1

an absurd. The last case is similar to the case (iii).
�



12 LUCAS DA SILVA AND MARCO SOUTO

Corollary 3.4. The following sequences

{‖uk‖Φ1∗}k∈N,
{∫

Ω
Φ1(|∇uk|)dx

}
and

{∫
Ω

Φ1∗(|∇uk|)dx
}

are bounded.

From Lemma 4.12, we may assume that there exists a subsequence of (uk, vk), still denoted
by itself, and (wn, yn) ∈ Xn such that

uk
∗−−⇀ wn weakly in W 1,Φ1

0 (Ω) and vk
∗−−⇀ yn weakly in Vn, as k →∞(3.16)

uk −−⇀ wn in LΦ1∗(Ω)(3.17)

∂uk
∂xi

∗−−⇀ ∂wn
∂xi

in LΦ1(Ω), i ∈ {1, · · · , N}.(3.18)

uk −→ wn in LΦ1(Ω),(3.19)

and

uk(x) −→ wn(x) a.e. Ω.(3.20)

In view of (3.16) and Corollary 3.4, for each n ∈ N we may assume that there exist
nonnegative functions µn, νn ∈M(RN ), the space of Radon measures, such that

Φ(|∇uk|)
∗−−⇀ µn in M(RN ) and Φ∗(|uk|)

∗−−⇀ νn in M(RN ) as k →∞.(3.21)

The result below is known as second concentration-compactness lemma of P. L. Lions. We
would like to point out that also this lemma holds for nonreflexive Orlicz-Sobolev space. The
proof of this fact can be seen in Proposition 4.3. in [11].

Lemma 3.5. (i) For every n ∈ N and λ > 0, there exist an at most countable set Iλ, a family
{xi}i∈Iλ of distinct points in RN and a family {νi}i∈Iλ of constant νi > 0 such that

νn = Φ1∗(|wn|) +
∑
i∈Iλ

νiδxi .(3.22)

(ii) In addition we have

µn ≥ Φ1(|∇wn|) +
∑
i∈Iλ

µiδxi ,(3.23)

for some µj > 0 satisfying

0 < νj ≤ max{S`
∗
1

0 µ
`∗1/`1
i , S

m∗1
0 µ

m∗1/`1
i , S

`∗1
0 µ

`∗1/m1

i , S
m∗1
0 µ

m∗1/m1

i }(3.24)

for all i ∈ Iλ, where δxi is the Dirac measure of mass 1 concentrated at xi.

Lemma 3.6. The set {xi}i∈Iλ in Lemma 3.5 is a finite set.

Proof. Let an xi be fixed. Take ϕ ∈ C∞0 (RN ) such that

0 ≤ ϕ ≤ 1, ϕ(x) = 1 in B1(0) and ϕ(x) = 0 in RN\B2(0)

and put ϕε(x) = ϕ((x − xi)/ε) for ε > 0. It is clear that {ϕεuk}k∈N is bounded in W 1,Φ1
0 (Ω),

thus J ′λ,n(uk, vk)(ϕεuk, 0) = ok(1), that is,∫
Ω
φ1(|∇uk|)∇uk · ∇(ϕεuk)dx =

∫
Ω
φ1∗(|uk|)uk(ϕεuk)dx+ λ

∫
Ω
Ru(x, uk, vk)(ϕεuk)dx+ ok(1)
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Knowing that∫
Ω
Ru(x, uk, vk)(ϕεuk)dx −→

∫
Ω
Ru(x,wn, yn)(ϕεwn)dx as k →∞

We can conclude that∫
Ω

φ1(|∇uk|)∇uk · ∇(ϕεuk)dx ≤ m∗1
∫

Ω

Φ1∗(|uk|)ϕεdx+ λ

∫
Ω

Ru(x,wn, yn)(ϕεwn)dx+ ok(1)(3.25)

By (φ3),∫
Ω
φ1(|∇uk|)∇uk · ∇(ϕεuk)dx ≥ `1

∫
Ω

Φ1(|∇uk|)ϕεdx+

∫
Ω
φ1(|∇uk|)uk∇uk∇ϕεdx.

Therefore,

`1

∫
Ω

Φ1(|∇uk|)ϕεdx+

∫
Ω

φ1(|∇uk|)uk∇uk∇ϕεdx ≤ m∗1
∫

Ω

Φ1∗(|uk|)ϕεdx+ λ

∫
Ω

Ru(x,wn, yn)(ϕεwn)dx+ ok(1)

(3.26)

Since the sequence (φ1(|∇uk|)
∂uk
∂xj

)k∈N is limited to LΦ̃1(Ω), there is ωj ∈ LΦ̃1(Ω) such that

φ1(|∇uk|)
∂uk
∂xj

∗−−⇀ ωj in LΦ̃1(Ω), j ∈ {1, · · · , N}(3.27)

for some subsequence. Knowing that

uk
∂ϕε
∂xj
−→ wn

∂ϕε
∂xj

in LΦ1(Ω), j ∈ {1, · · · , N}

we conclude that∫
Ω
ukφ1(|∇uk|)

∂uk
∂xj

∂ϕε
∂xj

dx −→
∫

Ω
wnφ1(|∇wn|)

∂wn
∂xj

∂ϕε
∂xj

dx, j ∈ {1, · · · , N}.(3.28)

Therefore, considering ω = (ω1, · · · , ωN ) we get∫
Ω
φ1(|∇uk|)uk∇uk∇ϕεdx−

∫
Ω
unω∇ϕεdx = ok(1)(3.29)

From (3.26) and (3.29),

m∗1

∫
Ω

Φ1∗(|uk|)ϕεdx+ λ

∫
Ω

Ru(x, un, vn)(ϕεun)dx ≥ `1
∫

Ω

Φ1(|∇uk|)ϕεdx+

∫
Ω

unω∇ϕεdx+ ok(1)(3.30)

By (3.21), taking the limit of k → +∞, we get

m∗1

∫
Ω
ϕεdνn + λ

∫
Ω
Ru(x, un, vn)ϕεundx ≥ `1

∫
Ω
ϕεdµn +

∫
Ω
unw∇ϕεdx+ ok(1).(3.31)

On the other hand, given v ∈W 1,Φ1
0 (Ω), it follows from (3.13) that

ok(1) =

∫
Ω
φ1(|∇uk|)∇uk∇vdx−

∫
Ω
φ1∗(|uk|)ukvdx− λ

∫
Ω
Ru(x, uk, vk)vdx,

since the sequence (φ1∗(|uk|)uk) is bounded in LΦ̃1∗(Ω), there is ηn ∈ LΦ̃1∗(Ω) such that

φ1∗(|uk|)uk −−⇀ ηn in LΦ̃1∗(Ω) as k →∞(3.32)

so, from (3.27) and (3.32),∫
Ω
ω∇vdx−

∫
Ω
ηnvdx− λ

∫
Ω
Ru(x, un, vn)vdx = 0, ∀v ∈W 1,Φ1

0 (Ω).
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In particular, for v = unϕε, we have∫
Ω
unω∇ϕεdx =

∫
Ω
ηnunϕεdx+ λ

∫
Ω
Ru(x, un, vn)unϕεdx−

∫
Ω
ϕεω∇undx,(3.33)

Therefore,

lim
ε→0

∫
Ω
un(ω∇ϕε)dx = 0(3.34)

It follows from (3.31) and (3.34) that

`1µi ≤ m∗1νi, i ∈ Iλ,(3.35)

and by Lemma 3.5,

`1µi ≤ m∗1S
β
0 µ

α
i ,(3.36)

for some α and β verifying

1 < α ∈
{
`∗1
`1
,
m∗1
`1
,
`∗1
m1

,
m∗1
m1

}
and β ∈ {`∗1,m∗1}.(3.37)

Thereby,

0 <
`1

m∗1S
β
0

≤ µα−1
i , i ∈ Iλ,

showing that

µi ≥
( `1

m∗1S
β
0

) 1
α−1 , i ∈ Iλ.(3.38)

By (3.35) and (3.38)

νi ≥
( `1
m∗1

) α
α−1S

− β
α−1

0 , i ∈ Iλ.

Since νn is a finite measure, the last inequality yields Iλ is finite.
�

In fact we will see that the set {xi}i∈Iλ is an empty set for λ > 0 large enough. For this, we
will establishes an important estimate from above of the mountain level of functional Jλ,n.

Lemma 3.7. Let n ∈ N be arbitrary and consider u0 given in (3.12). Then, there is λ0 > 0
such that if λ > λ0, we have that

cλ,n <

(
1− m1

µ

)
min


(

`1

m∗1S
β
0

) 1
α−1

: α ∈
{
`∗1
`1
,
m∗1
`1
,
`∗1
m1

,
m∗1
m1

}
and β ∈ {`∗1,m∗1}

 ,(3.39)

where cλ,n is given in (3.14).

Proof. By (R4), given θ ≥ 0 and v ∈ V n
A , we have

Jλ,n(θu0, v) ≤ ξ1
Φ1

(θ)ξ1
Φ1

(‖u0‖1,Φ1)− ξ0
Φ1∗(θ)ξ

1
Φ1

(‖u0‖Φ1)− λ
∫

Ω0

R(x, θu0, v)dx

≤ ξ1
Φ1

(θ)ξ1
Φ1

(‖u0‖1,Φ1)− ξ0
Φ1∗(θ)ξ

1
Φ1

(‖u0‖Φ1)− λω
∫

Ω0

|θu0|sdx

This inequality implies that

0 < bn ≤ inf
γ∈Γ

max
u∈Mn

u0

Jλ,n(γ(u)) ≤ max
Mn

u0

Jλ,n ≤ max
θ≥0
Vλ(θ)(3.40)
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where

Vλ(θ) = ξ1
Φ1

(θ)ξ1
Φ1

(‖u0‖1,Φ1)− ξ0
Φ1∗(θ)ξ

1
Φ1

(‖u0‖Φ1)− λω
∫

Ω0

|θu0|sdx.(3.41)

In what follows, we denote by θλ > 0 the real number verifying

max
θ≥0
Vλ(θ) = Vλ(θλ)(3.42)

Let us see that Vλ(θλ)→ 0 as λ→∞. For that, consider (λm) a sequence verifying

λm −→∞ as m→∞.
We claim that (θλm) is a bounded sequence. Indeed, assuming by contradiction that (θλm) is
not bounded, we have that for a subsequence, still denote by itself,

θλm →∞ as m→∞.
Por (3.41), (3.40) and (3.42),

0 < max
θ≥0
Vλm(θ) = Vλm(θλm) ≤ θm1

λm
ξ1

Φ1
(‖u0‖1,Φ1)− θ`

∗
1
λm
ξ1

Φ1
(‖u0‖Φ1)→ −∞ as m→∞,

which is an absurd, and so, (θλm) is bounded. We claim that θλm → 0 as m→∞. If the above
limit does not hold, we can assume by contradiction, that for some subsequence, still denote
by (θλm), there is k0 > 0 such that

θλm > k0 > 0, ∀n ∈ N
Then, by (3.41) and (3.42),

0 < max
θ≥0
Vλm(θ) = Vλm(θλm) ≤ ξ1

Φ1
(θλm)ξ1

Φ1
(‖u0‖1,Φ1)− ξ0

Φ1∗(θλm)ξ1
Φ1

(‖u0‖Φ1)− λmω
∫

Ω0

|θλmu0|sdx,

thus

0 < max
θ≥0
Vλm(θ)→ −∞ as m→∞,

which is a contradiction. Hence,

tλm → 0 as m→∞,
which leads to

max
θ≥0
Vλm(θ) = Vλm(θλm)→ 0 as m→∞,

and by (3.40) it follows that

cλm,n → 0 as m→∞.
�

Lemma 3.8. For every n ∈ N and λ > λ0 the set Iλ is empty, where λ0 was given in Lemma
3.7.

Proof. Let (uk, uk) ⊂ Xn the (PS)cλ,n sequence obtained in (3.13). By the assumptions (G2),
(R3), (φ3), we have that

cλ,n + ok(1) ≥ Jn(uk, vk)− J ′λ,n(uk, vk)(
1

µ
uk,

1

ν
vk) ≥

(
1− m1

µ

)∫
Ω

Φ1(|∇uk|)dx.

Fixing a function ϕ ∈ C∞0 (RN ) with ϕ(x) = 1 on Ω, we derive that

cλ,n + ok(1) ≥
(

1− m1

µ

)∫
RN

Φ1(|∇uk|)ϕdx.
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Taking the limit of k → +∞, we get

cλ,n ≥
(

1− m1

µ

)∫
RN

ϕdµn ≥
(

1− m1

µ

)
µn(Ω).

Supposing that Iλ is not empty, there is i ∈ Iλ, and so,

cλ,n ≥
(

1− m1

µ

)
µi.

In (3.38) we show that

µi ≥
( `1

m∗1S
β
0

) 1
α−1 , i ∈ Iλ

where α is given in (3.36) and (3.37). Therefore, we can conclude that

cλ,n ≥
(

1− m1

µ

)
min


(

`1

m∗1S
β
0

) 1
α−1

: α ∈
{
`∗1
`1
,
m∗1
`1
,
`∗1
m1

,
m∗1
m1

}
and β ∈ {`∗1,m∗1}

 .

Then, if λ ≥ λ0, the last inequality together with Lemma 3.7 yields Iλ = ∅ is empty.
�

Lemma 3.9. For λ ≥ λ0, the sequence (uk) is strongly convergent for its weak limit wn in
LΦ1∗(Ω) as k →∞.

Proof. Let ϕ ∈ C∞(RN ) be a function verifying ϕ(x) = 1, for x ∈ Ω. In this case,

lim
k→∞

∫
Ω

Φ1∗(uk)dx = lim
k→∞

∫
RN

Φ1∗(uk)ϕdx =

∫
RN

ϕdνn

The Lemma 3.5(i) combined with Lemma 3.8 gives

lim
k→∞

∫
Ω

Φ1∗(uk)dx =

∫
RN

Φ1∗(un)ϕdx =

∫
Ω

Φ1∗(un)dx.

Since Φ1∗ is a convex function, it follows from a result found in [17] that

lim
k→∞

∫
Ω
{Φ1∗(|uk|)− Φ1∗(|uk − un|)− Φ1∗(|un|)}dx = 0.

Then,

lim
k→∞

∫
Ω

Φ1∗(|uk − un|)dx = 0,

we can conclude that (uk) converges strongly for un in LΦ1∗(Ω).
�

Lemma 3.10. Consider λ > λ0 and (uk) ⊂ W 1,Φ1
0 (Ω) the sequence obtained in (3.13). Then,

for some subsequence, still denoted by itself,

uk → wn in W 1,Φ1
0 (Ω) as k →∞.

Proof. Since (uk) is a bounded sequence in W 1,Φ1
0 (Ω), then

ok(1) =

∫
Ω

φ1(|∇uk|)∇uk∇(v − uk)dx−
∫

Ω

φ1∗(|uk|)uk(v − uk)dx− λ
∫

Ω

Ru(x, uk, vk)(v − uk)dx.

Given v ∈W 1,Φ1
0 (Ω), by the convexity of Φ1 it follows that

Φ1(|∇v|)− Φ1(|∇uk|) ≥ φ1(|∇uk|)∇uk∇(v − uk),
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thus, ∫
Ω

Φ1(|∇v|)dx−
∫

Ω

Φ1(|∇uk|)dx ≥
∫

Ω

φ1∗(|uk|)uk(v − uk)dx− λ
∫

Ω

Ru(x, uk, vk)(v − uk)dx+ ok(1).(3.43)

Through the sequence (uk) in W 1,Φ1
0 (Ω) together with the limits

uk(x) −→ wn a.e. in Ω and
∂uk
∂xi
−−⇀ ∂wn

∂xi
in L1(Ω),

we can apply [18, Theorem 2.1, Chapter 8] to get

lim inf
k→∞

∫
Ω

Φ1(|∇uk|)dx ≥
∫

Ω
Φ1(|∇wn|)dx,

Furthermore, since (uk) strongly converges to un in LΦ1∗(Ω),∫
Ω
φ1∗(|uk|)uk(v − uk)dx→

∫
Ω
φ1∗(|wn|)wn(v − wn)dx, as k →∞.

Therefore, it follows from (3.43) that∫
Ω

Φ1(|∇v|)dx−
∫

Ω
Φ1(|∇wn|)dx ≥

∫
Ω
φ1∗(|wn|)wn(v − wn)dx+ λ

∫
Ω
Ru(x,wn, yn)(v − wn)dx.

By arbitrariness v we can conclude that∫
Ω
φ1(|∇wn|)∇wn∇(wn − uk)dx =

∫
Ω
φ1∗(|wn|)wn(wn − uk)dx+ λ

∫
Ω
Ru(x,wn, yn)(wn − uk)dx,

implying that ∫
Ω
φ1(|∇wn|)∇wn∇(wn − uk)dx = ok(1).(3.44)

On the other hand, since (uk, vk) is a sequence (PS)cλ,n ,

ok(1) = J ′λ,n(uk, vk)(wn − uk, 0) =

∫
Ω
φ1(|∇uk|)∇uk∇(wn − uk)dx−

∫
Ω
φ1∗(|uk|)uk(wn − uk)dx

− λ
∫

Ω
Ru(x, uk, vk)(wn − uk)dx,

Therefore, ∫
Ω
φ1(|∇uk|)∇uk∇(wn − uk)dx = ok(1).(3.45)

From (3.44) and (3.45),∫
Ω

(
φ1(|∇uk|)∇uk − φ1(|∇wn|)∇wn

)(
∇uk −∇wn

)
dx −→ 0 as k →∞.

Now, applying a result due to Dal Maso and Murat [8], it follows that

∇uk(x) −→ ∇wn(x) a.e. in Ω as k →∞.(3.46)

Since (uk) is bounded in W 1,Φ1
0 (Ω) and Φ1 ∈ (∆2), then the sequence (φ1(|∇uk|)

∂uk
∂xj

)k∈N is

bounded by LΦ̃1(Ω), for each j ∈ {1, · · · , N}. Furthermore, by (3.46), it follows that

φ1(|∇uk(x)|)∂uk(x)

∂xj
→ φ1(|∇wn(x)|)∂wn(x)

∂xj
a.e. in Ω as k →∞.
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Thus, by Lemma 2.5 in [2],∫
Ω
φ1(|∇uk|)∇uk∇vdx→

∫
Ω
φ1(|∇un|)∇un∇vdx, v ∈ C∞0 (Ω) as k →∞.(3.47)

Still due to the boundedness of the sequence (φ1(|∇uk|)
∂uk
∂xj

)k∈N in LΦ̃1(Ω), there will be

vj ∈ LΦ̃1(Ω) such that

φ1(|∇uk|)
∂uk
∂xj

∗−−⇀ vj in LΦ̃1(Ω) as k →∞.

i.e, ∫
Ω
φ1(|∇uk|)

∂uk
∂xj

wdx→
∫

Ω
vjwdx, ∀w ∈ EΦ1(Ω) = LΦ1(Ω) as k →∞.(3.48)

By (3.47) and (3.48), it follows that vj = φ1(|∇un|)
∂un
∂xj

, for each j ∈ {1, · · · , N}. Still from

(3.48),∫
Ω
φ1(|∇uk|)∇uk∇wdx→

∫
Ω
φ1(|∇un|)∇un∇wdx, ∀w ∈W 1,Φ1

0 (Ω) as k →∞.

We know from (3.45) that ∫
Ω
φ1(|∇uk|)∇uk∇(un − uk)dx = ok(1),

then ∫
Ω
φ1(|∇uk|)|∇uk|2dx→

∫
Ω
φ1(|∇un|)|∇un|2dx as k →∞.

Given this, we can conclude that

φ1(|∇uk|)|∇uk|2 → φ1(|∇un|)|∇un|2 in L1(Ω) as k →∞.

By (φ3) together with the ∆2-condition, it follows that

uk → un in W 1,Φ1
0 (Ω) as k →∞.

This finishes the proof.
�

Lemma 3.11. For λ > λ0, the sequence (wn, yn) is bounded in X. Moreover

Jλ,n(wn, yn) = cλ,n and J ′λ,n(wn, yn) = 0 in X∗n.(3.49)

Proof. Since V n
A is a finite dimensional space, (vk) converges strongly to (yn) in V n

A . Therefore,

(uk, vk) −→ (wn, yn) in Xn as k →∞.

which implies

Jλ,n(wn, yn) = cλ,n ∈ [bn, dn] and J ′λ,n(wn, yn) = 0 in X∗n.

In a first moment, let us assume that a2 < `∗2. By hypothesis m2 < a1, then W 1,Φ2
0 (Ω) is

continuously embedded in LA(Ω), thus, there will be C > 0 such

‖v‖A≤ C‖v‖1,Φ2 , ∀v ∈ V n
A(3.50)
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By (G2)(ii), (R3) and (3.50),

cλ,n =Jλ,n(wn, yn)− J ′λ,n(wn, yn)(
1

µ
wn,

1

ν
yn)

≥
(

1− m1

µ

)∫
Ω

Φ1(|∇wn|)dx+

(
`2
ν
− 1

)∫
Ω

Φ2(|∇yn|)dx+

(
`∗1
µ
− 1

)∫
Ω

Φ1∗(|∇wn|)dx

≥
(

1− m1

µ

)
ξ0
Φ(‖wn‖1,Φ1) +

(
`2
ν
− 1

)
ξ0
Φ2

( 1

C
‖yn‖A

)
.

(3.51)

It follows from the inequalities (3.39) and (3.51) that (wn, yn) is bounded in X.
Now, let us assume that a2 ≥ `∗2. By (R3), (G2), (3.50) and from items (i) − (iii) of (G1),

it follows that

cλ,n =Jλ,n(un, vn)− J ′λ,n(un, vn)(
1

µ
un,

1

ν
vn)

≥
(

1− m1

µ

)∫
Ω

Φ1(|∇un|)dx+

(
`2
ν
− 1

)∫
Ω

Φ2(|∇vn|)dx+
C

ν

∫
Ω

a(|vn|)|vn|2dx− Ca1

∫
Ω

A(vn)dx

≥
(

1− m1

µ

)∫
Ω

Φ1(|∇un|)dx+

(
`2
ν
− 1

)∫
Ω

Φ2(|∇vn|)dx+

(
a1C

ν
− a1C

)∫
Ω

A(|vn|)dx

≥
(

1− m1

µ

)
ξ0
Φ1

(‖un‖1,Φ1) +

(
`2
ν
− 1

)
ξ0
Φ2

(‖vn‖1,Φ2) +

(
a1C

ν
− a1C

)
ξ0
A(|vn|A).

From the above inequality together with (3.39), we can conclude that (wn, yn) is bounded by
X.

�

3.1. Proof of Theorem 3.1. The proof of Theorem 3.1 will be carried out in three lemmas.
We start observing that since (wn, yn) is bounded, there is no loss of generality in assuming
that

(wn, yn)
∗−−⇀ (u, v) in X as n→∞.(3.52)

The same arguments used in the proof of Lemma 3.10 can be repeated to show that

un → u in W 1,Φ1
0 (Ω) as n→∞.(3.53)

By the limit (3.52), it follows that

yn
∗−−⇀ v in LA(Ω)(3.54)

and

yn
∗−−⇀ v in W 1,Φ2

0 (Ω)(3.55)

Lemma 3.12. For λ > λ0, the sequence (yn) verifies the following limit yn → v in LA(Ω).

Proof. From (3.5), there is (ξk) ⊂ VA such that

ξk → v in VA(3.56)

and

ξk =

j(k)∑
i=1

αiei ∈ V j(k)
A

where j(k) ∈ N for all k ∈ N. For each k ∈ N, it follows that

V
j(k)
A ⊂ V n

A for all n ≥ n0

for some n0 ≥ j(k).
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If a2 ≥ `∗2, from (G1), we have that there is C > 0 such that

a1C

∫
Ω

A(|yn − ξk|)dx ≤ C
∫

Ω

a(|yn − ξk|)|yn − ξk|2dx ≤
∫

Ω

(g(yn)− g(ξk))(yn − ξk)dx.(3.57)

Since J ′λ,n(un, vn) = 0 in X∗n, we derive that∫
Ω

(g(yn)− g(ξk))(yn − ξk)dx =

∫
Ω

φ2(|∇yn|)∇yn(∇ξk −∇yn)dx− λ
∫

Ω

Rv(x,wn, yn)yndx

+ λ

∫
Ω

Rv(x,wn, yn)ξkdx−
∫

Ω

g(ξk)(yn − ξk)dx

(3.58)

Due to the convexity of Φ2, we have

Φ2(|∇ξk|)− Φ2(|∇yn|) ≥ φ2(|∇yn|)∇yn∇(ξk − yn), n ∈ N(3.59)

It follows from the above inequalities that

a1C

∫
Ω
A(|yn − ξk|)dx ≤

∫
Ω

Φ2(|∇ξk|)dx−
∫

Ω
Φ2(|∇wn|)dx− λ

∫
Ω
Rv(x,wn, yn)yndx

+ λ

∫
Ω
Rv(x,wn, yn)ξkdx−

∫
Ω
g(ξk)(yn − ξk)dx

(3.60)

Knowing that

yn(x) −→ v(x) a.e. in Ω and
∂yn
∂xi
−−⇀ ∂v

∂xi
in L1(Ω),

we can apply [18, Theorem 2.1, Chapter 8] to get

lim inf
n→∞

∫
Ω

Φ2(|∇vn|)dx ≥
∫

Ω
Φ2(|∇v|)dx.(3.61)

Taking as limit n→∞, it follows that

lim sup
n→∞

(
a1C

∫
Ω

A(|yn − ξk|)dx
)
≤
∫

Ω

Φ2(|∇ξk|)dx−
∫

Ω

Φ2(|∇v|)dx−
∫

Ω

Rv(x, u, v)vdx

+

∫
Ω

Rv(x, u, v)ξkdx−
∫

Ω

g(ξk)(v − ξk)dx.

(3.62)

By the limit (3.56), given δ > 0 there is k0 ∈ N such that

1

a1C

[∫
Ω

Φ2(|∇ξk|)dx−
∫

Ω

Φ2(|∇u|)dx−
∫

Ω

Rv(x, u, v)vdx+

∫
Ω

Rv(x, u, v)ξkdx−
∫

Ω

g(ξk)(v − ξk)dx

]
<
δ

2
,

for each k ≥ k0. Hence,

lim sup
n→∞

∫
Ω
A(|yn − ξk|)dx ≤

δ

2
, for all k ≥ k0.(3.63)

Given 0 < ε < 4, for δ sufficiently small, it follows that

lim sup
n→∞

∫
Ω
A(|yn − ξk|)dx ≤

ε

4
, for all k ≥ k0.(3.64)

Fixing k ≥ k0 sufficiently large such that

|ξk − v|A <
(ε

4

)1/a1

(3.65)

follows from (G1)(i) that∫
Ω
A (|yn − v|) dx ≤ C

∫
Ω
A (|yn − ξk|) dx+ C|ξk − v|a1

A ≤ C
∫

Ω
A (|yn − ξk|) dx+

εC

4
,(3.66)
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for some constant C > 0 that does not depend on n and k. By (3.64) and (3.66), we have

lim sup
n→∞

∫
Ω
A (|yn − v|) dx <

εC

2

and by the arbitrariness of ε > 0,

lim
n→∞

∫
Ω
A (|yn − v|) dx = 0.

Therefore,

yn → v in LA(Ω).

Now, let us consider a2 < `∗2, then A increases essentially more slowly than Φ2∗ near infinity.

In this case, the space W 1,Φ2
0 (Ω) is compactly embedded in LA(Ω), therefore, the desired limit

follows directly from that compact embedding.
�

The following lemma is made using similar arguments to those given in Lemma 3.10.
Therefore, we will omit its proof.

Lemma 3.13. For λ > λ0, the sequence (yn) verifies the following limit yn → v in W 1,Φ2
0 (Ω).

From the above lemmas, we can conclude that

yn → v in VA.(3.67)

In view of the above facts, it is possible to obtain the following result.

Lemma 3.14. For λ > λ0, the pair (u, v) satisfies J ′(u, v) = 0 in X and J(u, v) 6= 0.

Proof. Fixing k, n ∈ N with n ≥ k, we have Xk ⊂ Xn. Thus, for (ϕ1, ϕ2) ∈ Xk, it follows that

J ′λ,n(wn, yn)(ϕ1, ϕ2) = 0, ∀n ≥ k,

because, by Lemma 3.11, J ′λ,n(wn, yn) = 0. Combining (3.67) with (3.53) we get

J ′λ(u, v)(ϕ1, ϕ2) = 0, for all (ϕ1, ϕ2) ∈ Xk.(3.68)

We claim that

J ′λ(u, v)(ϕ1, ϕ2) = 0, for all (ϕ1, ϕ2) ∈ X.(3.69)

In fact, we start observing that for all ϕ1 ∈ W 1,Φ1
0 (Ω), the pair (ϕ1, 0) ∈ Xk for all k. Hence,

J ′λ(u, v)(ϕ1, 0) = 0. On the other hand, for ϕ2 ∈ VA, there exists χn ∈ V k(n)
A such that

lim
n→∞

χn = ϕ2, in VA.

From (3.68),

J ′λ(u, v)(0, χn) = 0, for all n ∈ N.(3.70)

which implies after passage to the limit as n→∞ that

J ′λ(u, v)(0, ϕ2) = 0, for all ϕ2 ∈ VA.(3.71)

Thus, (3.69) is proved. Using the fact that (wn, yn)→ (u, v) in X and that J ′λ(wn, yn) ≥ bn ≥
Cσ`2 > 0, for all n ∈ N, for some constant C > 0 which does not depend on n, we have that
J ′λ(u, v) ≥ Cσ`2 > 0, from where it follows that (u, v) is a nontrivial solution for (S1), and the
proof is complete.

�
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4. The N-functions Φ1 and Φ2 may not verify the ∆2-condition.

In this section, we study the existence of solutions for the following class of quasilinear
systems in Orlicz-Sobolev spaces:

(S2)


−div(φ1(|∇u|)∇u) = Ru(x, u, v) in Ω

−div(φ2(|∇v|)∇v) = −Rv(x, u, v) in Ω

u = v = 0 on ∂Ω

where Ω is a bounded domain in RN (N ≥ 2) with smooth boundary ∂Ω, and φi(i = 1, 2) :
(0,∞)→ (0,∞) are two functions which satisfy:
(φ′1) φi ∈ C1(0,+∞), t 7→ tφi(t) are stricly increasing and t 7→ t2φi(t) is convex in R.
(φ′2) tφi(t)→ 0 as t→ 0 and tφi(t)→ +∞ as t→ +∞

(φ′3) 1 < `i ≤
t2φi(t)

Φi(t)
, where Φi(t) =

∫ |t|
0 sφi(s)ds, t ∈ R.

(φ′4) lim inf
t→+∞

Φi(t)

tqi
> 0, for some qi > N.

(φ′5)
∣∣∣1− Φ1(t)

t2φ1(t)

(
1 +

tφ′1(t)
φ1(t)

)∣∣∣ ≤ 1, t ∈ R.

The assumption (φ′4) implies that the embedding

W 1,Φi
0 (Ω) ↪→W 1,qi(Ω)

for some qi > N is continuous. Hence,

W 1,Φi
0 (Ω) ↪→ C0,αi(Ω)

is continuous for some αi ∈ (0, 1) and

W 1,Φi
0 (Ω) ↪→ C(Ω)(4.1)

is compact. In what follows, we denote by Λi > 0 the best constant that satisfies

(4.2) ‖u‖C(Ω)≤ Λi‖u‖i, ∀u ∈ W 1,Φi
0 (Ω),

where ‖·‖i= ‖∇ · ‖LΦi (Ω).

If d is twice the diameter of Ω, then there exists δ ≥ 0 such that

(φ′6)
t2

d2
≤ Φ1(t/d), ∀|t| ≥ δ

Before continuing this section, we would like to point out that Φ1(t) = (et
2 − 1)/2 and

Φ2(t) = |t|p/p with p > N satisfying (φ′1) − (φ′6). Moreover, we would like to recall that

(u, v) ∈W 1,Φ1
0 (Ω)×W 1,Φ2

0 (Ω) is a weak solution of (S2) whenever∫
Ω
φ1(|∇u|)∇u∇ϕ1dx−

∫
Ω
φ2(|∇u|)∇u∇ϕ2dx =

∫
Ω
Ru(x, u, v)ϕ1dx+

∫
Ω
Rv(x, u, v)ϕ2dx,

for all (ϕ1, ϕ2) ∈ W 1,Φ1
0 (Ω) ×W 1,Φ2

0 (Ω). Here, let us consider the R function satisfying the
following conditions:
(R′1) R ∈ C1(Ω× R2) and Rv(x, u, 0) 6= 0 for all (x, u) ∈ Ω× R.

(R′2) R(x, u, 0) ≤ 1

2
Φ1(u/d) + 1

2d2 |u|2, for all (x, u) ∈ Ω× R.

(R′3) R(x, 0, v) ≥ −1

2
Φ2(v/d)−Mv, for all (x, v) ∈ Ω× R, for some constant M > 0.
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(R′4) There are ν > 0, µ > 1 and 0 < β < 1 such that

(i)
1

µ
h(u)Ru(x, u, v)u+

1

ν
Rv(x, u, v)v −R(x, u, v) ≥ 0, ∀(x, u, v) ∈ Ω× R2

and

(ii) βR(x, u, v)− 1

µ
h(u)Ru(x, u, v)u ≥ 0, ∀(x, u, v) ∈ Ω× R2

where h(u) = Φ1(u)
u2φ1(u)

.

The main result of this section is the following.

Theorem 4.1. Assume that (φ′1)−(φ′6) and (R1)−(R4) hold. Then, the system (S2) possesses
a nontrivial solution.

We observe that R(u, v) = Φ1(u)σΦ2(v)θ + v+ satisfies (R′1)− (R′4) for some θ, σ > 1, where
v+ := max{0, v}.

Under the assumptions (φ′1) − (φ′6) it is well known in the literature that the N -functions

Φ1 and Φ2 might not satisfy the ∆2-condition, and as a consequence, W 1,Φ1
0 (Ω) and W 1,Φ2

0 (Ω)
might not be reflexive anymore. Another important fact we can highlight is that under these

conditions, it is well known that there are u ∈W 1,Φ1
0 (Ω) and v ∈W 1,Φ2

0 (Ω) such that∫
Ω

Φ1(|∇u|)dx =∞ and

∫
Ω

Φ2(|∇v|)dx =∞

In order to avoid this problem, we will work with the space W 1
0E

Φ1(Ω)×W 1
0E

Φ2(Ω), because
in this space the functional Q : W 1

0E
Φ1(Ω)×W 1

0E
Φ2(Ω) −→ R given by

Q(u, v) =

∫
Ω

Φ1(|∇u|)dx−
∫

Ω
Φ2(|∇v|)dx

belongs to C1(W 1
0E

Φ1(Ω) × W 1
0E

Φ2(Ω),R). However, independent of ∆2-condition, the

embedding (4.1) guarantee that the funcional H : W 1,Φ1
0 (Ω)×W 1,Φ2

0 (Ω) −→ R given by

H(u, v) =

∫
Ω
R(x, u, v)dx

belongs to C1(W 1,Φ1
0 (Ω) ×W 1,Φ2

0 (Ω),R). In particular, H|W 1
0E

Φ1 (Ω)×W 1
0E

Φ2 (Ω) is also of class

C1. That is, the energy functional J : W 1
0E

Φ1(Ω)×W 1
0E

Φ2(Ω) −→ R associated to the system
(S2) given by

J(u, v) =

∫
Ω

Φ1(|∇u|)dx−
∫

Ω
Φ2(|∇v|)dx−

∫
Ω
R(x, u, v)dx

belongs to C1(W 1
0E

Φ1(Ω)×W 1
0E

Φ2(Ω),R).
In order to apply the Saddle-point theorem, in the next one we fix some notations. Since

W 1
0E

Φ2(Ω) is separable, there exists a sequence (en) ⊂W 1
0E

Φ2(Ω) such that

W 1
0E

Φ2(Ω) = span{en : n ∈ N}.(4.3)

Hereafter, for each n ∈ N we denote by Vn, Xn and X ′n the following spaces

Vn = span{ej : j = 1, · · · , n}, Xn = W 1
0E

Φ1(Ω)× Vn and X ′n = W 1,Φ1
0 (Ω)× Vn.

The restriction of J to Xn will be denoted by Jn. Then Jn : Xn −→ R is the functional given
by

Jn(u, v) =

∫
Ω

Φ1(|∇u|)dx−
∫

Ω
Φ2(|∇v|)dx−

∫
Ω
R(x, u, v)dx.
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From the regularity of J , it follows that Jn belongs to C1(Xn,R) with

J ′n(u, v)(w1, w2) =

∫
Ω

φ1(|∇u|)∇u∇w1dx−
∫

Ω

φ2(|∇v|)∇v∇w2dx−
∫

Ω

Ru(x, u, v)w1dx−
∫

Ω

Rv(x, u, v)w2dx,

for all (w1, w2) ∈ Xn.
In the following, we prove that Jn satisfies the hypotheses of Theorem 2.4.

Lemma 4.2. Under the space Z = W 1
0E

Φ1(Ω)× {0} the functional Jn is bounded below.

Proof. By the condition (R′2),

Jn(u, 0) ≥
∫

Ω
Φ1(|∇u|)dx− 1

2

∫
Ω

Φ1(|u|/d)dx− 1

2d2

∫
Ω
|u|2dx.(4.4)

It is worth remembering here the Poincaré inequality∫
Ω

Φ1(|u|/d)dx ≤
∫

Ω
Φ1(|∇u|)dx, ∀u ∈W 1

0E
Φ1(Ω).

For more details on this inequality, we infer the reader to [21]. Hence, using the Poincaré
inequality together with the hypothesis (φ′6) on the inequality (4.4), we obtain

Jn(u, 0) ≥− 1

2d2

∫
[|u|≤δ]

|u|2 ≥ − δ2

2d2
|Ω|, ∀u ∈W 1

0E
Φ1(Ω).

This finishes the proof.
�

Lemma 4.3. If ‖v‖2→∞, then J(0, v)→ −∞.

Proof. Let v ∈ W 1
0E

Φ1(Ω) with ‖v‖1≥ 1. The assumption (R′3) together with the Poincaré
inequality implies that

J(0, v) ≤ −1

2

∫
Ω

Φ2(|∇v|)dx+M

∫
Ω
|v|dx(4.5)

From (φ′3),
d

ds
ln(Φ2(rs)) =

ψ2(rs)r2s

Φ2(rs)
≥ `2

s
, ∀s, r > 0

thus, ∫ t

1

d

ds
ln(Φ2(rs))ds ≥ `2

∫ t

1

1

s
ds, ∀t ≥ 1.

Therefore,

ln
Φ2(rt)

Φ2(r)
≥ ln(t`2), ∀t ≥ 1.

Because of the monotonicity of the logarithmic function,

Φ2(rt)

Φ2(r)
≥ t`2 , ∀t ≥ 1.

And as a consequence of this inequality, we have∫
Ω

Φ2(|∇v|)dx ≥ ‖v‖`22 for ‖v‖2≥ 1.(4.6)

By means of the inequalities (4.5) and (4.6), we conclude that

J(0, v) ≤ −‖v‖`22 +M |Ω|Λ2‖v‖2.
Since 1 < `2, the result follows. �
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Corollary 4.4. If ‖v‖2→∞, then Jn(0, v)→ −∞.

Corollary 4.5. There is M > 0 such that inf
Z
Jn > max

∂Mn

Jn := bn where Mn = BM (0) ∩ Yn,.

Proof. By the above Corollary Jn(0, v)→ −∞ as ‖v‖2→ +∞ in Y , then, fix M > 1 such that
Jn(0, v) < inf

Z
Jn for ‖v‖2= M and v ∈ Yn. Since dimYn <∞, we can conclude inf

Z
Jn > max

Nn
Jn.

�

Then, by Lemma 3.2, we can apply the Saddle-point theorem 2.4 to functional Jn using the
sets

Yn = {0} × Vn, Z = W 1
0E

Φ1(Ω)× {0}, and Mn = BM (0) ∩ Yn,
where M > 0 is obtained from Corollary 4.5. Then, there exists a sequence (uk, vk) ⊂ Xn with

Jn(uk, vk) −→ cn and J ′n(uk, vk) −→ 0 as k → +∞.(4.7)

where

cn = inf
γ∈Γ

max
u∈Mn

Jn(γ(u)),(4.8)

with

Γ = {γ ∈ C(Mn, Xn) : γ|Nn = Id}.

Lemma 4.6. The sequence (uk, vk) is bounded in Xn.

Proof. Define the function

η(t) =


Φ1(t)

tφ1(t)
if t > 0

0 if t = 0

and consider the sequence

gk(x) = η(uk(x)), x ∈ Ω.

A direct computation leads to

∇gk =

[
1− Φ1(uk)

u2
kφ1(uk)

(
1 +

ukφ
′
1(uk)

φ1(uk)

)]
∇uk.

Furthermore, considering the hypothesis (φ′4), it is shown without difficulty that gk ∈
W 1

0E
Φ1(Ω) and ‖gk‖1≤ ‖uk‖1 for each k ∈ N. Being (uk, vk) a sequence (PS)cn , then by

(R′4)(i) and (φ′3)

cn + 1 + ok(1)‖(uk, vk)‖≥Jn(uk, vk)− J ′n(uk, vk)
( 1

µ
gk,

1

ν
vk
)

=

∫
Ω

Φ(|∇uk|)dx−
1

µ

∫
Ω
φ(|∇uk|)|∇uk|2S(uk)dx−

∫
Ω

Ψ(|∇vk|)dx+
1

ν

∫
Ω
ψ(|∇vk|)|∇vk|2dx

+
1

µ

∫
Ω
Ru(x, uk,vk)ukh(uk)dx+

1

ν

∫
Ω
Rv(x, uk, vk)vkdx−

∫
Ω
R(x, uk, vk)dx

≥
∫

Ω
Φ1(|∇uk|)dx−

1

µ

∫
Ω
φ1(|∇uk|)|∇uk|2S(uk)dx+

(
`2
ν
− 1

)∫
Ω

Φ2(|∇vk|)dx.

(4.9)
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where h(t) = Φ1(t)
t2φ1(t)

and S(t) = 1− Φ1(t)
t2φ1(t)

(
1 +

tφ′1(t)
φ1(t)

)
.(The functions S and h were introduced

by Alves et al in [3]) On the other hand, it follows from (R′4)(ii) that

cn + 1 + ok(1)‖gk‖1≥− βJn(uk, vk) + J ′n(uk, vk)
( 1

µ
gk, 0

)
=− β

∫
Ω

Φ1(|∇uk|)dx+
1

µ

∫
Ω
φ1(|∇uk|)|∇uk|2S(uk)dx+ β

∫
Ω

Φ2(|∇vk|)dx

− 1

µ

∫
Ω
Ru(x, uk, vk)ukh(uk)dx+ β

∫
Ω
R(x, uk, vk)dx,

≥− β
∫

Ω
Φ1(|∇uk|)dx+

1

µ

∫
Ω
φ1(|∇uk|)|∇uk|2S(uk)dx,

i.e,

− 1

µ

∫
Ω
φ1(|∇uk|)|∇uk|2S(uk)dx ≥ −cn − 1− ok(1)‖uk‖1−β

∫
Ω

Φ1(|∇uk|)dx.(4.10)

From (4.9) and (4.10),

2(cn + 1) + ok(1)‖(uk, vk)‖≥ (1− β)

∫
Ω

Φ1(|∇uk|)dx+

(
`2
ν
− 1

)∫
Ω

Φ2(|∇vk|)dx.

Suppose for contradiction that, up to a subsequence, ‖(uk, vk)‖→ +∞ as k → +∞. This way,
we need to study the following situations:
(i) ‖uk‖1→ +∞ and ‖vk‖2→∞
(ii) ‖uk‖1→ +∞ and ‖vk‖2 is bounded
(iii) ‖vk‖2→∞ and ‖uk‖1 is bounded

In the first case, there is k0 ∈ N such that∫
Ω

Φ1(|∇uk|)dx ≥ ‖uk‖1 and

∫
Ω

Φ2(|∇vk|)dx ≥ ‖vk‖2, ∀k ≥ k0.

Hence, the inequality (3.15) implies that

2c2
n + ok(1)‖(uk, vk)‖2≥ (1− β)2 ‖uk‖21+

(
`2
ν
− 1

)2

‖vk‖22, ∀k ≥ k0.

Which is absurd.
In case (ii), there is k0 ∈ N such that∫

Ω
Φ1(|∇uk|)dx ≥ ‖uk‖1, ∀k ≥ k0.

Thus, the inequality (3.15) is reduced to

2c2
n + C1 + ok(1)‖uk‖1≥ (1− β)2 ‖uk‖21, ∀k ≥ k0.

which is absurd. The last case is similar to the case (ii). The above analysis shows that (uk, vk)
is now a bounded sequence in Xn.

�

From Lemmas 4.6 and 4.12, we may assume that there exists a subsequence of (uk, vk), still
denoted by itself, and (wn, yn) ∈ X ′n such that

uk
∗−−⇀ wn weakly in W 1,Φ1

0 (Ω) and vk
∗−−⇀ yn weakly in Vn, as k →∞.(4.11)

Here, we highlight that the pair (wn, yn) may not belong to the space Xn, because whenever
Φ1 does not satisfy the ∆2-condition the space Xn is not a weak∗ closed subspace of X ′n.
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The results below will be used to ensure that the sequence (wn, yn) is bounded in

W 1,Φ1
0 (Ω)×W 1,Φ2

0 (Ω), moreover, we will do some results that will be fundamental.

Lemma 4.7. The sequence (uk, vk) obtained in (4.7) satisfies∫
Ω
φ1(|∇uk|)∇uk∇ϕdx =

∫
Ω
Ru(x, uk, vk)ϕdx+ ok(1), ∀k ∈ N and ϕ ∈W 1,Φ1

0 (Ω).

Proof. From 4.7,

J ′n(uk, vk)(ϕ, 0) = ok(1)‖ϕ‖1, ∀ϕ ∈W 1
0E

Φ1(Ω).(4.12)

By definition, the space W 1,Φ1
0 (Ω) is the weak∗ closure of C∞0 (Ω) in W 1,Φ1(Ω), thus, given

ϕ ∈W 1,Φ1
0 (Ω) there will be a sequence (ϕm) in C∞0 (Ω) such that

ϕm
∗−−⇀ ϕ in W 1,Φ1

0 (Ω).(4.13)

It is clear that (‖ϕm‖1) is bounded in R, so by (4.12),

ok(1) =

∫
Ω
φ1(|∇uk|)∇uk∇ϕmdx−

∫
Ω
Ru(x, uk, vk)ϕmdx, ∀k ∈ N

Using the fact that φ1(|∇uk|)∂uk∂xi
∈ EΦ̃1(Ω) along with the limit (4.13), we will get

lim
m→∞

∫
Ω
φ1(|∇uk|)∇uk∇ϕmdx =

∫
Ω
φ1(|∇uk|)∇uk∇ϕdx

Therefore, since the spaces W 1,Φ1
0 (Ω), W 1,Φ2

0 (Ω) are embedded in C(Ω), we can conclude that

ok(1) =

∫
Ω
φ1(|∇uk|)∇uk∇ϕdx−

∫
Ω
Ru(x, uk, vk)ϕdx, ∀k ∈ N.

�

Before proceeding with the results, we need to make the following definitions:

• We will denote by D(JΦi) ⊂W
1,Φi
0 (Ω), the following set:

D(JΦi) =

{
u ∈W 1,Φi

0 (Ω) :

∫
Ω

Φi(|∇u|)dx < +∞
}

• We will denote by dom(φ(t)t) ⊂W 1,Φ
0 (Ω), the following set:

dom(φi(t)t) =

{
u ∈W 1,Φi

0 (Ω) :

∫
Ω

Φ̃i

(
φi(|∇u|)|∇u|

)
dx < +∞

}
Lemma 4.8. Let (wn) the sequence obtained in (4.11). Then (wn) ⊂ D(JΦ1) ∩ dom(φ1(t)t),
furthermore,

cn = lim
k→∞

Jn(uk, vk) = Jn(wn, yn)

and ∫
Ω

Φ1(|∇ϕ1|)dx−
∫

Ω
Φ1(|∇wn|)dx−

∫
Ω
φ2(|∇yn|)∇yn∇(ϕ2 − yn)dx

≥
∫

Ω
Ru(x,wn, yn)(ϕ1 − wn)dx+

∫
Ω
Rv(x,wn, yn)(ϕ2 − yn)dx,

(4.14)

for all (ϕ1, ϕ2) ∈W 1,Φ1
0 (Ω)× Vn.
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Proof. Using the fact that J ′n(uk, vk)→ 0 as k →∞ together with Lemma 4.7, we can conclude
that ∫

Ω
φ1(|∇uk|)∇uk∇ϕ1dx−

∫
Ω
φ2(|∇vk|)∇vk∇ϕ2dx =

∫
Ω
Ru(x, uk, vk)ϕ1dx

+

∫
Ω
Rv(x, uk, vk)ϕ2dx+ ok(1),

(4.15)

for each (ϕ1, ϕ2) ∈W 1,Φ1
0 (Ω)× Vn and k ∈ N. Since Φ1 is convex, we have∫

Ω
Φ1(|∇η1|)dx−

∫
Ω

Φ1(|∇uk|)dx ≥
∫

Ω
φ1(|∇uk|)∇uk∇(η1 − uk)dx,

for all η1 ∈W 1,Φ1
0 (Ω). Hence, considering ϕ1 = η1−uk in (4.15) and using the inequality above,

we get ∫
Ω

Φ1(|∇η1|)dx−
∫

Ω
Φ1(|∇uk|)dx−

∫
Ω
φ2(|∇vk|)∇vk∇ϕ2dx

≥
∫

Ω
Ru(x, uk, vk)(η1 − uk)dx+

∫
Ω
Rv(x, uk, vk)ϕ2dx+ ok(1),

(4.16)

for every (η1, ϕ2) ∈ W 1,Φ1
0 (Ω)× Vn and k ∈ N. Since uk

∗−−⇀ wn in W 1,Φ1
0 (Ω) follows from [18,

Theorem 2.1, Chapter 8] that∫
Ω

Φ1(|∇wn|)dx ≤ lim
k→∞

∫
Ω

Φ1(|∇uk|)dx,(4.17)

Remember that dimVn = n, so vk → yn in Vn. Hence,∫
Ω

Φ1(|∇η1|)dx−
∫

Ω
Φ1(|∇wn|)dx−

∫
Ω
φ2(|∇yn|)∇yn∇ϕ2dx

≥
∫

Ω
Ru(x,wn, yn)(η1 − wn)dx+

∫
Ω
Rv(x,wn, yn)ϕ2dx,

(4.18)

for each (η1, ϕ2) ∈W 1,Φ1
0 (Ω)× Vn. Justifying the inequality (4.14).

Considering (η1, ϕ2) = (wn, 0) in the inequality (4.16), we get∫
Ω

Φ1(|∇wn|)dx−
∫

Ω
Φ1(|∇uk|)dx ≥

∫
Ω
Ru(x, uk, vk)(wn − uk)dx+ ok(1).

Thus, ∫
Ω

Φ1(|∇wn|)dx ≥ lim
k→∞

∫
Ω

Φ1(|∇uk|)dx.(4.19)

Combining (4.17) and (4.19),

lim
k→∞

∫
Ω

Φ1(|∇uk|)dx =

∫
Ω

Φ1(|∇wn|)dx.

Therefore, we can conclude that

cn = lim
k→∞

Jn(uk, vk) = Jn(wn, yn).

Finally, we will show that wn ∈ dom(φ1(t)t). By the inequality (4.16),∫
Ω

Φ1(|∇uk −
1

k
∇uk|)dx−

∫
Ω

Φ1(|∇uk|)dx ≥ −
1

k

∫
Ω
Ru(x, uk, vk)ukdx+ ok(1),
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i.e, ∫
Ω

(
Φ1(|∇uk − 1

k∇uk|)− Φ1(|∇uk|)
)

− 1
k

dx ≤
∫

Ω
Ru(x, uk, vk)ukdx+ ok(1).

As (uk) and (vk) are bounded in W 1,Φ1
0 (Ω) and W 1,Φ2

0 (Ω), respectively, there will be M > 0
such that ∫

Ω
Φ1(|∇uk −

1

k
∇uk|)dx−

∫
Ω

Φ1(|∇uk|)dx ≤M, ∀k ∈ N.

Since Φ1 is in C1 class, there exists θk(x) ∈ [0, 1] such that

Φ1(|∇uk − 1
k∇uk|)− Φ1(|∇uk|)
− 1
k

= φ1(|
(
1− θk

k
(x)
)
∇uk|)

(
1− θk(x)

k

)
|∇uk|2.

Recalling that 0 < 1− θk(x)
k ≤ 1, we know that 1− θk(x)

k ≥
(
1− θk(x)

k

)2
which leads to∫

Ω
φ1(|

(
1− θk

k
(x)
)
∇uk|)

(
1− θk(x)

k

)2|∇uk|2dx ≤M, ∀k ∈ N.

As ∇uk
∗−−⇀ ∇wn in

(
LΦ1(Ω)

)N−1
, we also have

(
1 − θk(x)

k

)
∇uk

∗−−⇀ ∇wn in
(
LΦ1(Ω)

)N−1

as k → ∞. Then, by using the fact that φ1(t)t2 is convex, we can apply [18, Theorem 2.1,
Chapter 8] to get

lim inf
k→∞

∫
Ω
φ1(|

(
1− θk

k
(x)
)
∇uk|)

(
1− θk(x)

k

)2|∇uk|2 ≥ ∫
Ω
φ1(|∇wn|)|wn|2dx

and so, ∫
Ω
φ1(|∇wn|)|wn|2dx ≤M.

Recalling that

φ1(t)t2 = Φ1(t) + Φ̃1(φ1(t)t), ∀t ∈ R

we have

φ1(|∇wn|)|∇wn|2 = Φ1(|∇wn|) + Φ̃1(φ1(|∇wn|)|∇wn|)

which leads to∫
Ω
φ1(|∇wn|)|∇wn|2dx =

∫
Ω

Φ1(|∇wn|)dx+

∫
Ω

Φ̃1(φ1(|∇wn|)|∇wn|2)dx.

Since∫
Ω φ1(|∇wn|)|∇wn|2dx is finite, we see that

∫
Ω Φ1(|∇wn|)dx and

∫
Ω Φ̃1(φ1(|∇wn|)|∇wn|2)dx

are also finite, showing that wn ∈ D(JΦ1) ∩ dom(φ1(t)t). This finishes the proof.
�

Lemma 4.9. For each (ϕ1, ϕ2) ∈W 1,Φ1
0 (Ω)× Vn, the following equality holds∫

Ω
φ1(|∇wn|)∇wn∇ϕ1dx−

∫
Ω
φ2(|∇yn|)∇yn∇ϕ2dx =

∫
Ω
Ru(x,wn, yn)ϕ1dx+

∫
Ω
Ru(x,wn, yn)ϕ2dx.

Proof. Given ε ∈ (0, 1/2) and ϕ1 ∈ C∞0 (Ω), we set the function

vε =
1

1− ε
2

((1− ε)wn + εϕ1).
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Consider ϕ2 ∈ Vn and apply (vε, εϕ2 + yn) on the inequality (4.14), hence∫
Ω

Φ1(|∇vε|)dx−
∫

Ω
Φ1(|∇wn|)dx− ε

∫
Ω
φ2(|∇yn|)∇yn∇ϕ2dx

≥
∫

Ω
Ru(x,wn, yn)(vε − wn)dx+ ε

∫
Ω
Rv(x,wn, yn)ϕ2dx,

and so,∫
Ω Φ1(|∇vε|)dx−

∫
Ω Φ1(|∇wn|)dx

ε
−
∫

Ω
φ2(|∇yn|)∇yn∇ϕ2dx

≥
∫

Ω
Ru(x,wn, yn)

(vε − wn
ε

)
dx+

∫
Ω
Rv(x,wn, yn)ϕ2dx.

Note that

εϕ1

1− ε
2

= 2

(
1− 1− ε

1− ε
2

)
ϕ1,

hence, by the convexity of Φ1,

Φ1

( 1

1− ε
2

(
(1− ε)∇wn + ε∇ϕ1

))
≤ 1− ε

1− ε
2

Φ1(|∇wn|) +
(
1− 1− ε

1− ε
2

)
Φ1(2|∇ϕ1|).

Hence, by Lebesgue dominated convergence theorem, we get∫
Ω
φ1(|∇wn|)∇wn(∇wn −

∇wn
2

)dx−
∫

Ω
φ2(|∇yn|)∇yn∇ϕ2dx

≥
∫

Ω
Ru(x,wn, yn)

(
ϕ1 −

wn
2

)
dx+

∫
Ω
Rv(x,wn, yn)ϕ2dx.

(4.20)

Therefore ∫
Ω
φ1(|∇wn|)∇wn∇ϕ1 −

∫
Ω
Ru(x,wn, yn)ϕ1dx ≥ A, ∀ϕ1 ∈ C∞0 (Ω),(4.21)

where

A =
1

2

∫
Ω
φ1(|∇wn|)|∇wn|2dx−

1

2

∫
Ω
Ru(x,wn, yn)wndx.

As C∞0 (Ω) is a vector space, the last inequality gives∫
Ω
φ1(|∇wn|)∇wn∇ϕ1 −

∫
Ω
Ru(x,wn, yn)ϕ1dx = 0, ∀ϕ1 ∈ C∞0 (Ω).(4.22)

We know that W 1,Φ1
0 (Ω) is the weak∗ closure of C∞0 (Ω) in W 1,Φ1(Ω), then using the fact that

φ1(|∇wn|)|∇wn| ∈ LΦ̃1(Ω) we can conclude that∫
Ω
φ1(|∇wn|)∇wn∇ϕ1dx−

∫
Ω
Ru(x,wn, yn)ϕ1dx = 0, ∀ϕ1 ∈W 1,Φ1

0 (Ω).(4.23)

Still by (4.20), we have

−
∫

Ω
φ2(|∇yn|)∇yn∇ϕ2 ≥

∫
Ω
Rv(x,wn, yn)ϕ2dx, ∀ϕ2 ∈ Vn.

Since Vn is a vector space, the above inequality gives∫
Ω
φ2(|∇yn|)∇yn∇ϕ2 = −

∫
Ω
Rv(x,wn, yn)ϕ2dx, ∀ϕ2 ∈ Vn.(4.24)
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From (4.23) and (4.24)∫
Ω
φ2(|∇wn|)∇wn∇ϕ1dx−

∫
Ω
φ2(|∇yn|)∇yn∇ϕ2 =

∫
Ω
Ru(x,wn, yn)ϕ1dx+

∫
Ω
Rv(x,wn, yn)ϕ2dx,

for any (ϕ1, ϕ2) ∈W 1,Φ2
0 (Ω)× Vn.

�

Lemma 4.10. The sequence (wn, yn) is bounded in X.

Proof. Consider the sequence

gn(x) = η(wn(x)), x ∈ Ω.

where η is given in Lemma 4.6. A direct computation leads to

∇gn =

[
1− Φ1(wn)

w2
nφ1(wn)

(
1 +

wnφ
′
1(wn)

φ1(wn)

)]
∇wn.

The last identity together with (φ′4) implies that

|∇gn| ≤ |∇wn|, ∀n ∈ N(4.25)

On the other hand, (φ′3) also gives

|gn(x)| ≤ 1

`1
|∇wn(x)|, ∀x ∈ Ω.(4.26)

From (4.25) and (4.26), gn ∈ D(JΦ1) with

‖gn‖1≤ ‖wn‖1, ∀n ∈ N.
By the Lemmas 4.8 and 4.9,

cn =

∫
Ω

Φ1(|∇wn|)dx−
1

µ

∫
Ω
φ1(|∇wn|)|∇wn|2S(wn)dx−

∫
Ω

Φ2(|∇yn|)dx+
1

ν

∫
Ω
φ2(|∇yn|)|∇yn|2dx

+
1

µ

∫
Ω
Ru(x,wn,vk)wnh(wn)dx+

1

ν

∫
Ω
Rv(x,wn, yn)yndx−

∫
Ω
R(x,wn, yn)dx,

where h(t) = Φ1(t)
t2φ1(t)

and S(t) = 1− Φ(t)
t2φ1(t)

[
1 +

tφ′1(t)
φ1(t)

]
. By (R′4)(i) together with (φ′3),

cn ≥
∫

Ω
Φ1(|∇wn|)dx−

1

µ

∫
Ω
φ1(|∇wn|)|∇wn|2S(wn)dx+

(
`2
ν
− 1

)∫
Ω

Φ2(|∇yn|)dx.(4.27)

On the other hand, the Lemmas 4.8 and 4.9 together with (R′4)(ii) imply that

−βcn =− β
∫

Ω
Φ1(|∇wn|)dx+

1

µ

∫
Ω
φ1(|∇wn|)|∇wn|2S(wn)dx+ β

∫
Ω

Φ2(|∇yn|)dx

− 1

µ

∫
Ω
Ru(x,wn, yn)wnh(wn)dx+ β

∫
Ω
R(x,wn, yn)dx,

≥− β
∫

Ω
Φ1(|∇wn|)dx+

1

µ

∫
Ω
φ1(|∇wn|)|∇wn|2S(wn)dx,

i.e,

− 1

µ

∫
Ω
φ1(|∇wn|)|∇wn|2S(wn)dx ≥ αcn − α

∫
Ω

Φ1(|∇wn|)dx.(4.28)

From (4.27) and (4.28),

(1− β)cn ≥ (1− β)

∫
Ω

Φ1(|∇wn|)dx+

(
`2
ν
− 1

)∫
Ω

Φ2(|∇yn|)dx.
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As a consequence of Lemma 4.3, we have that (cn) is bounded. Therefore the sequences( ∫
Ω Φ1(|∇wn|)dx

)
and

( ∫
Ω Φ2(|∇yn|)dx

)
are bounded and consequently (wn, yn) is bounded

at W 1,Φ1
0 (Ω)×W 1,Φ2

0 (Ω).
�

Since (wn, yn) is bounded, there is no loss of generality in assuming that

(wn, yn)
∗−−⇀ (u, v) in W 1,Φ1

0 (Ω)×W 1,Φ2
0 (Ω) as n→∞.(4.29)

By [18, Theorem 2.1, Chapter 8], we can conclude that it is worth∫
RN

Φ1(|∇u|)dx ≤ lim inf
n→∞

∫
RN

Φ1(|∇wn|)dx(4.30)

and ∫
RN

Φ2(|∇v|)dx ≤ lim inf
n→∞

∫
RN

Φ2(|∇yn|)dx.(4.31)

Proposition 4.11. The pair (u, v) is a nontrivial solution of (S2).

Proof. Fixing k, n ∈ N with n ≥ k, we have X ′k ⊂ X ′n. Thus, for (ϕ1, ϕ2) ∈ X ′k, it follows from
Lemma 4.9 that∫

Ω

φ1(|∇wn|)∇wn∇ϕ1dx−
∫

Ω

φ2(|∇yn|)∇yn∇ϕ2dx =

∫
Ω

Ru(x,wn, yn)ϕ1dx

+

∫
Ω

Rv(x,wn, yn)ϕ2dx, ∀n ≥ k.
(4.32)

By the above equality together with the convexity of Φ1, we will obtain∫
Ω

Φ1(|∇ϕ1|)dx−
∫

Ω
Φ1(|∇wn|)dx ≥

∫
Ω
Ru(x,wn, yn)(ϕ1 − wn)dx, ∀ϕ1 ∈W 1,Φ1

0 (Ω).(4.33)

From this inequality, we can conclude that∫
Ω

Φ1(|∇wn −
1

n
∇wn|)dx−

∫
Ω

Φ1(|∇wn|)dx ≥ −
1

n

∫
Ω
Ru(x,wn, yn)wndx,

i.e, ∫
Ω

(
Φ1(|∇wn − 1

n∇wn|)− Φ1(|∇wn|)
)

− 1
n

dx ≤
∫

Ω
Ru(x,wn, yn)wndx.

As (wn) and (yn) are bounded in W 1,Φ1
0 (Ω) and W 1,Φ2

0 (Ω), respectively, there will be M > 0
such that ∫

Ω

Φ1(|∇wn − 1
n∇wn|)− Φ1(|∇wn|)
− 1
n

dx ≤M, ∀n ∈ N.

Since Φ1 is in C1 class, there exists θn(x) ∈ [0, 1] such that

Φ1(|∇wn − 1
n∇wn|)− Φ1(|∇wn|)
− 1
n

= φ1(|
(
1− θn(x)

n

)
∇wn|)

(
1− θn(x)

n

)
|∇wn|2.

Recalling that 0 < 1− θn(x)
n ≤ 1, we know that 1− θn(x)

n ≥
(
1− θn(x)

n

)2
which leads to∫

Ω
φ1(|

(
1− θn(x)

n

)
∇wn|)

(
1− θn(x)

n

)2|∇wn|2dx ≤M, ∀n ∈ N.
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As ∇wn
∗−−⇀ ∇u in

(
LΦ1(Ω)

)N−1
, we also have

(
1 − θn(x)

n

)
∇wn

∗−−⇀ ∇u in
(
LΦ1(Ω)

)N−1
as

n→∞. Then, by using the fact that φ1(t)t2 is convex, we can apply [18, Theorem 2.1, Chapter
8] to get

lim inf
n→∞

∫
Ω
φ1(|

(
1− θn(x)

n

)
∇wn|)

(
1− θn(x)

n

)2|∇wn|2 ≥ ∫
Ω
φ1(|∇u|)|∇u|2dx

and so, ∫
Ω
φ1(|∇wn|)|wn|2dx ≤M.

Recalling that

φ1(t)t2 = Φ1(t) + Φ̃1(φ1(t)t), ∀t ∈ R
we have

φ1(|∇wn|)|∇wn|2 = Φ1(|∇wn|) + Φ̃1(φ1(|∇wn|)|∇wn|)
which leads to∫

Ω
φ1(|∇wn|)|∇wn|2dx =

∫
Ω

Φ1(|∇wn|)dx+

∫
Ω

Φ̃1(φ1(|∇wn|)|∇wn|2)dx.

Since
∫

Ω φ1(|∇u|)|∇u|2dx is finite, we see that
∫

Ω Φ1(|∇u|)dx and
∫

Ω Φ̃1(φ1(|∇u|)|∇u|2)dx are
also finite, showing that u ∈ D(JΦ1) and u ∈ dom(φ1(t)t). Furthermore, it follows from (4.30)
and (4.33) that∫

Ω
Φ1(|∇ϕ1|)dx−

∫
Ω

Φ1(|∇u|)dx ≥
∫

Ω
Ru(x, u, v)(ϕ1 − u)dx, ∀ϕ1 ∈W 1,Φ1

0 (Ω).(4.34)

On the other hand, it follows from the equality (4.32) that∫
Ω

Φ2(|∇ϕ2|)dx−
∫

Ω
Φ2(|∇yn|)dx ≥ −

∫
Ω
Rv(x,wn, yn)(ϕ2 − yn)dx, ∀ϕ2 ∈ Vk.(4.35)

From this inequality, we can conclude that∫
Ω

Φ2(|∇yn −
1

n
∇wn|)dx−

∫
Ω

Φ2(|∇yn|)dx ≥
1

n

∫
Ω
Rv(x,wn, yn)yndx,

i.e, ∫
Ω

Φ2(|∇yn − 1
n∇yn|)− Φ2(|∇yn|)
− 1
n

dx ≤ −
∫

Ω
Rv(x,wn, yn)yndx.

As (wn) and (yn) are bounded in W 1,Φ1
0 (Ω) and W 1,Φ2

0 (Ω), respectively, there will be M > 0
such that ∫

Ω

Φ2(|∇yn − 1
n∇yn|)− Φ2(|∇yn|)
− 1
n

dx ≤M, ∀n ∈ N.

Since Φ2 is in C1 class, there exists θn(x) ∈ [0, 1] such that

Φ2(|∇yn − 1
n∇yn|)− Φ2(|∇yn|)
− 1
n

= φ2(|
(
1− θn(x)

n

)
∇yn|)

(
1− θn(x)

n

)
|∇yn|2.

Recalling that 0 < 1− θn(x)
n ≤ 1, we know that 1− θn(x)

n ≥
(
1− θn(x)

n

)2
which leads to∫

Ω
φ2(|

(
1− θn(x)

n

)
∇yn|)

(
1− θn(x)

n

)2|∇yn|2dx ≤M, ∀n ∈ N.
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As ∇yn
∗−−⇀ ∇v in

(
LΦ2(Ω)

)N−1
, we also have

(
1 − θn(x)

n

)
∇yn

∗−−⇀ ∇v in
(
LΦ2(Ω)

)N−1
as

n → ∞. Then, by using the fact that φ2(t)t2 is convex, we can apply [18, Theorem 2.1,
Chapter 8] to get

lim inf
n→∞

∫
Ω
φ2(|

(
1− θn(x)

n

)
∇yn|)

(
1− θn(x)

n

)2|∇yn|2 ≥ ∫
Ω
φ2(|∇v|)|∇v|2dx

and so, ∫
Ω
φ2(|∇v|)|∇v|2dx ≤M.

Recalling that

φ2(t)t2 = Φ2(t) + Φ̃2(φ2(t)t), ∀t ∈ R
we have which leads to∫

Ω
φ2(|∇v|)|∇v|2dx =

∫
Ω

Φ2(|∇v|)dx+

∫
Ω

Φ̃2(φ2(|∇v|)|∇v|2)dx.

Since
∫

Ω φ2(|∇v|)|∇v|2dx is finite, we see that
∫

Ω Φ2(|∇v|)dx and
∫

Ω Φ̃2(φ2(|∇u|)|∇v|2)dx are
also finite, showing that v ∈ D(JΦ2) and v ∈ dom(φ2(t)t).

Now, for ϕ ∈W 1
0E

Φ2(Ω), there exists χm ∈ Vm such that

lim
m→∞

χm = ϕ in W 1
0E

Φ2(Ω).(4.36)

From (4.32),

−
∫

Ω
φ2(|∇yn|)∇yn∇(χm − yn)dx =

∫
Ω
Rv(x,wn, yn)(χm − yn)dx, ∀n ≥ m.

The convexity of Φ2 implies that∫
Ω

Φ2(|∇χm|)dx−
∫

Ω
Φ2(|∇yn|)dx ≥ −

∫
Ω
Rv(x,wn, yn)(χm − yn)dx, ∀n ≥ m.(4.37)

Thus, by the limit (4.31) we have∫
Ω

Φ2(|∇χm|)dx−
∫

Ω
Φ2(|∇v|)dx ≥ −

∫
Ω
Rv(x, u, v)(χm − v)dx.(4.38)

Now we use (4.36) in the above inequality to get∫
Ω

Φ2(|∇ϕ|)dx−
∫

Ω
Φ2(|∇v|)dx ≥ −

∫
Ω
Rv(x, u, v)(ϕ− v)dx.(4.39)

Repeating the arguments used in Lemma 4.9, the inequalities (4.34) and (4.39) imply∫
Ω
φ1(|∇u|)∇u∇ϕ1dx =

∫
Ω
Ru(x, u, v)ϕ1dx, ∀ϕ2 ∈W 1,Φ1

0 (Ω),∫
Ω
φ2(|∇v|)∇v∇ϕ2dx = −

∫
Ω
Rv(x, u, v)ϕ2dx, ∀ϕ2 ∈W 1

0E
Φ2(Ω).

Finally, the fact that φ2(|∇v|)|∇v| ∈ LΦ̃2(Ω) together with the density weak∗ of C∞0 (Ω) in

W 1,Φ2
0 (Ω) give∫

Ω
φ1(|∇u|)∇u∇ϕ1dx−

∫
Ω
φ2(|∇v|)∇v∇ϕ2dx =

∫
Ω
Ru(x, u, v)ϕ1dx+

∫
Ω
Rv(x, u, v)ϕ2dx,

for every (ϕ1, ϕ2) ∈ W 1,Φ1
0 (Ω) ×W 1,Φ2

0 (Ω). To conclude, the hypothesis (R′1) guarantees that
(u, v) is a nontrivial solution for (S2), and the proof is complete.
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�

Appendix

Basics On Orlicz-Sobolev Spaces. In this section we recall some properties of Orlicz and
Orlicz-Sobolev spaces, which can be found in [1,11,29]. First of all, we recall that a continuous
function Φ : R→ [0,+∞) is a N -function if:

(i) Φ is convex;
(ii) Φ(t) = 0⇔ t = 0;
(iii) Φ is even;

(iv) lim
t→0

Φ(t)

t
= 0 and lim

t→+∞

Φ(t)

t
= +∞.

We say that a N -function Φ verifies the ∆2-condition, and we denote by Φ ∈ (∆2), if there
are constants K > 0, t0 > 0 such that

Φ(2t) ≤ KΦ(t), ∀t ≥ t0.

In the case of |Ω| = +∞, we will consider that Φ ∈ (∆2) if t0 = 0. For instance, it can be

shown that Φ(t) = |t|p/p for p > 1 satisfies the ∆2-condition, while Φ(t) = (et
2 − 1)/2 does not

verify it.
If Ω is an open set of RN , where N can be a natural number such that N ≥ 1, and Φ a

N -function then define the Orlicz space associated with Φ as

LΦ(Ω) =

{
u ∈ L1

loc(Ω) :

∫
Ω

Φ

(
|u|
λ

)
dx < +∞ for some λ > 0

}
.

The space LΦ(Ω) is a Banach space endowed with the Luxemburg norm given by

‖u‖LΦ(Ω) = inf

{
λ > 0 :

∫
Ω

Φ

(
|u|
λ

)
dx ≤ 1

}
.

In the case that Φ verifies ∆2-condition we have

LΦ(Ω) =

{
u ∈ L1

loc(Ω) :

∫
Ω

Φ(|u|)dx < +∞
}
.

The complementary function Φ̃ associated with Φ is given by the Legendre transformation,
that is,

Φ̃(s) = max
t≥0
{st− Φ(t)}, ∀ t ≥ 0.

The functions Φ and Φ̃ are complementary to each other and satisfy the inequality below

Φ̃(Φ′(t)) ≤ Φ(2t), ∀ t > 0.

Moreover, we also have a Young type inequality given by

st ≤ Φ(t) + Φ̃(s), ∀s, t ≥ 0.

Using the above inequality, it is possible to establish the following Holder type inequality:∣∣∣∣∫
Ω
uvdx

∣∣∣∣ ≤ 2‖u‖LΦ(Ω)‖v‖LΦ̃(Ω)
, for all u ∈ LΦ(Ω) and v ∈ LΦ̃(Ω).

The corresponding Orlicz-Sobolev space is defined by

W 1,Φ(Ω) =

{
u ∈ LΦ(Ω) :

∂u

∂xi
∈ LΦ(Ω), i = 1, ..., N

}
,
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with the norm

‖u‖1,Φ = ‖∇u‖Φ + ‖u‖Φ.

The space W 1,Φ
0 (Ω) is defined as the weak∗ clousure of C∞0 (Ω) in W 1,Φ(Ω). Moreover, by the

Modular Poincaré’s inequality∫
Ω

Φ(|u|/d)dx ≤
∫

Ω
Φ(|∇u|)dx, ∀u ∈W 1,Φ

0 (Ω),(4.40)

where d = 2diam(Ω), and it follows that

‖u‖Φ≤ 2d‖∇u‖Φ, ∀u ∈W 1,Φ
0 (Ω).

The last inequality yields that the functional ‖·‖:= ‖∇ · ‖Φ defines an equivalent norm in

W 1,Φ
0 (Ω). The spaces LΦ(Ω), W 1,Φ(Ω) and W 1,Φ

0 (Ω) are separable and reflexive, when Φ and

Φ̃ satisfy ∆2-condition .
If |Ω| < ∞, the space EΦ(Ω) denotes the closing of L∞(Ω) in LΦ(Ω) with respect to the

norm ‖·‖Φ. When |Ω| = ∞, the space EΦ(Ω) denotes the closure of C∞0 (Ω) in LΦ(Ω) with

respect to norm ‖·‖Φ. In any of these cases, LΦ(Ω) is the dual space of EΦ̃(Ω), while LΦ̃(Ω)

is the dual space of EΦ(Ω). Moreover, EΦ(Ω) and EΦ̃(Ω) are separable and all continuous
functional M : EΦ(Ω) −→ R are of the form

M(v) =

∫
Ω
v(x)g(x)dx, for some function g ∈ LΦ̃(Ω).

We recall that if Φ verifies the ∆2-condition, we then have EΦ(Ω) = LΦ(Ω).
The next result is crucial in the approach explored in Sections 3 and 4, and its proof follows

directly from the Banach-Alaoglu-Bourbaki theorem [16].

Lemma 4.12. Assume that Φ is a N -function. If (un) ⊂W 1,Φ
0 (Ω) is a bounded sequence, then

are a subsequence of (un), still denoted by itself, and u ∈W 1,Φ
0 (Ω) such that

un
∗−−⇀ u in LΦ(Ω) and

∂un
∂xi

∗−−⇀ ∂u

∂xi
in LΦ(Ω)(4.41)

and ∫
Ω
unvdx→

∫
Ω
uvdx,

∫
Ω

∂un
∂xi

wdx→
∫

Ω

∂u

∂xi
wdx, ∀v, w ∈ EΦ̃(Ω).

We denote the limit (4.41) by un
∗−−⇀ u in W 1,Φ

0 (Ω). As an immediate consequence of the

last lemma, we have the following corollary.
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[20] J. Huentutripay, R. Manásevich, Nonlinear eigenvalues for a quasilinear elliptic system in Orlicz-Sobolev
spaces, J. Dynam. Differential Equations, 18 (2006), 901–929. 3

[21] J. P. Gossez, Orlicz–Sobolev spaces and nonlinear elliptic boundary value problems, in Nonlinear Analysis,
Function Spaces and Applications (BSB B. G. Teubner Verlagsgesellschaft, Leipzig, 1979), pp. 59–94;
http://eudml.org/doc/220389. 24

[22] L. da Silva and M. Souto, Existence of positive solution for a class of quasilinear Schrödinger equations
with potential vanishing at infinity on nonreflexive Orlicz-Sobolev spaces. (In preparation.) 8

[23] L. Wang, X. Zhang and H. Fang, Existence and multiplicity of solutions for a class of quasilinear elliptic
systems in Orlicz–Sobolev spaces, J. Nonlinear Sci. Appl. 10 (2017), no. 7, 3792–3814. 3

[24] M. Clapp, Y. Ding, S. Hernández-Linares, Strongly indefinite functionals with perturbed symmetries and
multiple solutions of nonsymmetric elliptic systems, Electron. J. Differential Equations 100 (2004), 1–18. 2
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