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Abstract: Abstract—This paper proposes a recurrent neural network (RNN) based model to segment and classify multiple com-
bined multiple power quality disturbances (PQDs) from the PQD voltage signal. A modified bi-directional long short-term memory
(BI-LSTM) model with two different types of attention mechanism is developed. Firstly, an attention gate is added to the basic
LSTM cell to reduce the training time and focus the memory on important PQD signal part. Secondly, attention layer is added to
the BI-LSTM to obtain the more important part of the voltage signal by assigning weightage to the output of the BI-LSTM model.
Finally a SoftMax classifier is applied to classify the combined PQD signal in 96 different combinations. The proposed BI-LSTM
model with attention gate and attention layer mechanism is compared to different baseline models based on recurrent neural
network (RNN) and convolution neural network (CNN). From simulation study, it is inferred that with the proposed method, the
PQD signal is easily segmented from the voltage signal which makes the process of PQD classification more accurate with less
computation complexity and in less time as compared to alternative approaches.

1 Introduction

With an upsurge in demand of renewable energy, increase in the
use of power electronics-based devices and non-linear loads along
with the development of smart grid, smart meters and introduc-
tion of electric vehicles, the power quality (PQ) issues hold much
more importance and needs to be addressed properly. Good PQ hints
towards a reliable and stable power system whereas poor PQ may
become a serious issue for the end users [1]-[2]. Neglecting this
issue may have a significant impact on the economical and reliable
operation of smart grid networks, as well as a reduction in the effi-
ciency of industrial production, resulting in economic losses, and
can damage or shorten the life of users’ sensitive household devices.
The reduced or halted production of industries and reduction in the
life time of household items and cost of their maintenance leads to
economic losses also. The study of [3] has summarized economic
research for European countries which encounters financial losses
of around 25 billion Euros due to PQ issues, with above 90% of
the losses incurred in manufacturing industries. In order to mini-
mize and control the effects of PQD on the power system network,
a highly accurate, effective and reliable PQD detection and classifi-
cation technique is essential to take corresponding action to mitigate
them. Generally, due to renewable energy source integration to the
grid, transient PQD are produced on the grid side and due the power
electronics devices on the load side combined PQD are added to
the power system [4]. Voltage PQDs could be generally classified as
single and multiple (combined) disturbances. General single PQDs
include steady state disturbances like harmonics, notching etc and
transient disturbances include voltage swell, voltage sag, voltage
impulse etc. [5]. Combined PQDs are combination of two or more
single PQDs. Classification of PQD includes mainly segmentation
of the PQD from the voltage signal [1], then from the PQD section
important and strong features are extracted using feature extrac-
tion techniques like Wavelet transform (WT) [6], Hilbert Huang
transform (HHT) [7], S transform [8]. Finally, a machine learning

based classifier is used to classify the type of PQDs. Support vec-
tor machine (SVM) [9], artificial neural networks (ANN) [9], Fuzzy
logic (FL) [10] based classifiers etc. are used for the same. Through
deep learning-based approach, the process of feature extraction and
classification is optimized and united. Hence, strong, optimal and
minimum set of features are obtained automatically rather than
using hand crafted features as in feature extraction techniques. Deep
learning-based models are generally based on PQD image-based
approach using CNN [11] or RNN based methods [12]. In [13],
eleven PQDs are classified using S transform and PNN based clas-
sifier achieving an accuracy of 93.2%. In [14] nine types of PQDs
are classified using a modification of S transform method (Double-
Resolution S-transform (DRST)) for essential feature extraction and
Directed Acyclic Graph Support Vector Machines (DAG-SVMs) a
SVM based method for classification of the disturbance with an
average accuracy of 97%. In [15] a combination of S transform and
Fuzzy logic is applied for PQD classification of fourteen types of
PQDs obtaining an accuracy of 98% with SNR ratio of 0dB. In
[7] a classification accuracy of 99% is obtained for 16 types of
PQD using HHT as feature extraction method and Weighted bidi-
rectional extreme learning machine (WBELM) as signal classifier.
[16] obtained a classification accuracy of 98.95% for classifying 8
types of PQD signals using a combination of WT and SVM. [17]
used sparse auto encoder (SAE) for essential feature encoding and
independent component analysis (ICA) as a classifier obtaining an
accuracy of 98.6 % for PQD classification. [12] and [9] classified 96
types of combined PQDs with maximum six types of single PQDs
combined together.

In practical power system, presence of multiple or combined PQD
is very much common. Although, multiple PQDs could be present
together which requires better and sensitive detection and classi-
fication technique of PQD [18]. Most important boost for PQD
classification algorithm is proper segmentation of the disturbance
part. Proper segmentation and feature extraction of the PQD are
far more important for good PQD classification accuracy rather
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than the use of complex classifiers alone [19]. In this paper, RNN
based approach for PQD segmentation and classification is used.
The model uses BI-LSTM with two different types of attention
mechanism. one is the attention gate embedded in the basic LSTM
cell and other is the overall weighing mechanism to implement the
most weighted decision mechanism. This attention gate applied in
the LSTM cells improves effective and decisive key information
extraction from future and past states of the PQD signal and over-
all weighing mechanism improves overall decision capability of the
model [20]. In [19], the forget gate is removed from the LSTM cell
totally to save computation time. Contrarily, in the proposed model,
the attention mechanism is applied to the forget gate also so that
essential abstract information is captured and LSTM cell is updated.
The main contribution of the suggested work is as follows:

• An attention mechanism-based learning framework is applied to
automatically learn the strong, optimal and non-redundant features
of the PQD present in the voltage signal rather than working on
complete signal, the model focuses on the PQD event part of the volt-
age signal, automatically removing unimportant features and saving
computation time and cost.
• The present work introduces the improved BI-LSTM model with
attention mechanism and attention gate mechanism for efficient and
accurate PQDs. Further, the presence of attention mechanism in gate
and attention layers reduce the computation time of the model and
the PQD is segmented easily from the voltage signal.
• Extensive case study for performance analysis of the present PQD
classifier by simulating the various scenarios to determine the accu-
racy with and without phase shift at different signal to noise ratio
(SNR).
• Comparative analysis with the reported work to justify the superi-
ority of the proposed PQ assessment framework to produce efficient
and accurate results.

The paper is structured as follows: After introducing the basic con-
cept and related literature review in section 1, the proposed model
is discussed with the help of illustrating diagrams in section 2.
Section 3 presents the model parameter and data set generation used
followed by the result outcome in section 4. Based on the result
analysis, the conclusion of the work is drawn in section 5.

2 THE PROPOSED MODEL

The proposed model is a modified BI-LSTM based network where
the basic LSTM cell is modified with the application of attention
gate as shown in Fig. 1. Also, the output of the BI-LSTM layers
is fed to attention layer which helps the network to concentrate
on the specific PQD part from the voltage signal. This model is
named as BI-LSTM with attention gate and attention layer mech-
anism (BI-LSTMAGAL). The architecture of LSTM and BI-LSTM
based models is presented in the following subsections.

Fig. 1: Proposed BI-LSTM based model

2.1 LSTM AND BI-LSTM

Neural network-based modelling approaches have capacity to model
nonlinear and complex relations and are better suited to process data
which is sequential [21]. A type of neural network, recurrent neural
networks (RNN), have internal memory that can be used to exploit
past data. As a result, they are frequently employed in sequential data
processing. Although RNN can improve sequential data processing,
long-term data retention is impossible due to the vanishing gradient
problem, so LSTM was introduced. The LSTM framework was pro-
posed in 1995, has quickly grabbed attention of researchers in the
field of signal and sequence analysis. The concept of weighted data
plays a major role in LSTM. A LSTM unit, generally comprises of a
memory cell and of 3 gates (forget gate, input gate, and output gate).
These gates control the selective flow of non-linear information [22].
The state of an LSTM cell is preserved over time and is updated or
modified whenever the cell receives an input. By default, the update

Fig. 2: A basic LSTM cell with peephole connection

of LSTM cell output state is determined by the current input and
previous state of hidden output. With the addition of peephole con-
nection, the previous state of the cell is also taken as a parameter.
Fig. 2 shows a basic LSTM cell with flow of data between inputs
and gates. At any current time, t, C(t−1) and h(t−1) indicate output
of the cell at (t-1) time (previous output of the cell), and hidden state
at time (t− 1) of the cell respectively (previous hidden state of the
cell). Input gate (it), output gate (Ot), and forget gate (ft) repre-
sent the three gates of LSTM cell. The gates in a cell decide which
information is necessary, i.e. it is responsible for the control of cur-
rent incoming information. It controls the integration of current data
with the memory unit. Ot plays the role of determining what part
of present output (Ct) is useful to ht and what is not required. Ct

might have some information which is useless to ht, and thus, not
all data in Ct is related to hidden output. As a result, Ot generates a
hidden state ht. ft determines what data from previous state C(t−1)
is to be kept and discards the data which is not required. For exam-
ple, in a PQD signal only the important data is remembered and rest
unnecessary data is rejected by this gate. This rejection of unimpor-
tant data is done so that memory retention is optimized. The memory
cell is updated at each time instant, t with the help of (at) as shown
in Eqn. (1d). Ht and ct are updated with each time instant t as per
equations (1e) and (1f).

Bi-directional LSTM (BI-LSTM) is a step ahead of traditional
unidirectional LSTM. Two independent LSTMs are combined to
form BI-LSTM, these LSTM work independent of each other and
information from the PQD is finally merged together as shown in
Fig. 3. This framework is also equipped with feedback connections
and hence the data is correlated easily [23]. As the name suggests
BI-LSTM consists of two data layers, a forward LSTM layer and a
backward LSTM layer. Taking reference from a voltage signal which
may have PQD, As shown in Fig. 2, referring the index of time from
1 to t-1, with time t as the current time index, htf is calculated which
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Fig. 3: A basic LSTM cell with peephole connection

is the forward layer LSTM hidden sequence of the output. Similarly,
htb which is the backward layer hidden sequence output is calculated
from the index of time t+1 to signal end. These hidden states of for-
ward and backward layer are updated with standard LSTM learning
procedure. Equation (1g) gives the combined output of the Bi-LSTM
network.

it = (Nixt + Pih(t− 1) +Mic(t−1) + bi) (1a)

Ot = δ(Noxt + Poh(t−1) +Moc(t−1) + bo) (1b)

ft = δ(Nfxt + Pfh(t−1) +Mf c(t−1) + bf ) (1c)

at = δ(Naxt + Pah(t−1) +Mac(t−1) + ba) (1d)

c(t) = ftc(t−1) + itat (1e)

ht = ot ∗ tanh(Ct) (1f)

ht = ot ∗ tanh(Ct) (1g)

ht = δ(Wh[
−→
ht),

−→
ht] + bh) (1h)

W,P and M represents the weights to be learned by the BI-LSTM
network and bf represents the bias values to be learned by BI-LSTM.
Sigmoid (σ) indicates activation of sigmoid function. Equation (1e)
is modified with it being replaced with (1− ft), giving more weigh-
tage to forget gate. Hence, the state update equation (1e) is modified
to equation (2):

ct = ftc(t−1) + (1− ft)at (2)

2.2 Self-Attention Gate

A self-attention mechanism (self-attention gate) is added in the
LSTM cell to focus and capture the essential data or information
and then update the cell state as shown in Fig. 4. Basically, a gate
is added into the structure of LSTM cell which introduces the self-
attention mechanism in the cell. Attention gate parameters are Wf
and Vf respectively.

ft = δ(Vf tanh(Wf c(t−1)) (3)

With this self-attention mechanism in the gate of LSTM, the training
parameters of the cell are reduced and hence, the speed of Bi-LSTM
network is improved significantly. The training process is upgraded
and refined with this gate.

Fig. 4: LSTM cell with attention gate

2.3 Self-Attention Layer

Attention layer is introduced in the network to help the network to
concentrate automatically on the important aspects of PQD signal
that have significant effect on signal classification. Weight coeffi-
cients are added to decide and derive important information from
PQD sequence. Higher weights indicate higher importance of the
point of sequence in PQD signal. For a PQD signal, there might be
a presence of unwanted irregularities and noise in the signal. All the
hidden states from the hidden vector of BI-LSTM are not required
for classification. Hence, a soft attention mechanism is applied as
shown in Fig. 3 [24] which automatically learns and assigns weights
to the elements of hidden vector. These weights assign importance
to the hidden states and hence, PQD signal classification is obtained
in less time and learning time is reduced.

Fig. 5: Self-Attention-Based BI-LSTM architecture

2.4 Basic Self-Attention Mechanism

The hidden vector ht is first fed to a Multi-Layer Perceptron (MLP)
and a new representation ut is obtained as in (4a). A weight value
to symbolize and assign the importance to states is calculated for ht
with the help of ut and context vector (uw). uw is a high dimen-
sional representation and helps in judging the importance of ht
states. It is initialized randomly and similarity of ut and uw is used
to measure importance of each state of ht which is learnt jointly
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Fig. 6: Detailed proposed BI-LSTM model

Table 1 Model parameters
Parameter Value
BI-LSTM 1

Hidden layer size 80
Optimizer Adam Gradient Descent
Batch size 16

Learning rate 0.001
Learning rate decay period 10
Learning rate decay factor 0.5

in training process. Fig. 5 shows the self-attention learning mecha-
nism. Similarity between uw and ut is represented by function M
and weighted mean for ht is obtained by softmax function.

ut = tanh(Wwht + bw) (4a)

∂t =
exp(uTt uw)∑
t exp(u

T
t uw

(4b)

s =
∑
t

∂tht (4c)

2.5 SoftMax Classifier

SoftMax classifier is used as the classifier for the proposed model.
High level representation is produced by the model for PQD. The
hidden vector of each state is multiplied by the corresponding weight
and hence, vector s is obtained and it is regarded as the optimal
feature set which is when fed to the SoftMax classifier gives the
classification result for PQD type.

ỹ = soft max(Wss+ bs) (5)

The detailed proposed BI-LSTM based model is shown in Fig. 6.

3 MODEL PARAMETER SETTING, DATASET
GENERATION

3.1 Model Parameters

The Self-Attention improved BI-LSTM model proposed in this
paper is composed of one enhanced BI-LSTM layer with attention

gate, a weighing layer based on attention mechanism and a SoftMax
classifier. Input PQD signal is fed to the input BI-LSTM layer at each
timestamp of t and dropout rate of 0.1 is set in order to avoid overfit-
ting problems. Model was trained for 20 epochs in the experiments.
Batch size of 16 was considered. initially the learning rate was set
to 0.001. For training the model, Adam gradient descent method is
used. This method optimizes the process of gradient descent method
and helps reaching the global minimum efficiently. To evaluate the
model performance in a better way, the model was trained with
ten-fold cross validation method. In order to better measure the per-
formance of our model, the 10-fold cross-validation method was
used to train the model, and finally take the average score of ten
times cross-validation to obtain evaluation result. Table 1 gives the
values of the parameters set for the model.

3.2 Dataset Generation

A rich data set with the presence of required PQDs is required for
proper segmentation and classification of PQD. PQD occurrence is
not location or time specific, and thus cannot be guaranteed. As a
result, the neural network is trained using synthetic PQ event sig-
nals generated in MATLAB using numerical equations depicting
PQD signals. PQDs generated from these numerical models closely
resemble real PQDs, so these generated signals are used for training
and testing the proposed model.

Mathematical modelling of nine PQD voltage signals is done
using MATLAB as referred from [25]. A database of 1000 voltage
signals for each type of PQD is generated. Nine basic PQD classes
including pure signal (D1) are generated which are voltage interrup-
tion (D2), voltage sag (D3), voltage swell (D4), voltage harmonics
(D5), oscillatory transients (D6), voltage flicker (D7), voltage notch
(D8) and voltage spikes (D9). The signals are generated with sam-
pling frequency of 3.2 KHz with a fundamental frequency of 50Hz.
Different combinations of these nine basic PQDs with each other is
shown in table 2 giving total 96 different combinations of PQDs [9]
with percentage of classification accuracy obtained with noiseless as
well as noisy condition. Fig. 7 shows some of the PQD waveform
images generated through the simulation.

4 RESULTS

The simulation study is carried out using Pytorch 0.4.0, a deep
learning framework for implementing the experiments with NVIDIA
GeForce GTX 1080 as the processor. Based on the results, Table
2 is prepared that represents the combination of multiple PQDs. In
this table, there are six columns with each column adds to a com-
bination of PQDs. Here, six columns of PQD means six different
types of PQD combination are present. First column in the table
represents a presence of single type of PQD. Second column repre-
sents combination of two types of PQDs. It is indicated in this table,
ninety-six different types of non-mutually exclusive combinations
of PQDs are presented. 1000 signals for each type of disturbance
is produced with 750 signals used for training and 250 signals for
testing. Cell of the column gives the presence of particular PQD.
A signal to noise (SNR) ratio of 20 dB and 40 dB is considered
with noiseless disturbance and percentage of classification accuracy
is presented in Table 2. Here, voltage flicker is represented by “VF”,
voltage harmonic and inter-harmonics is represented by “VHI”, volt-
age oscillatory transient is represented by “VOT”, voltage notch is
represented by “VN”, impulsive transient is represented by “VIT”,
voltage interruption is represented by “VI”. Further more details of
the table is explained as follows: 1) Column 1 represents the pres-
ence of eight single PQDs including voltage swell, voltage swell,
voltage flicker, voltage harmonic and inter-harmonic, voltage notch,
voltage interruption, impulsive transient of voltage and oscillatory
transient of voltage.
2) Column two represents twenty sets of PQDs combinations. A
combination of two PQDs is represented by each cell of column two.
One PQD from adjacent cell of column one from cell of column
two itself. Column three represents combination of thirty multiple
PQDs with each cell of column three along with adjacent cells of
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Table 2 Comination of multiple PQDs

Combination of Disturbances

1 2 3 4 5 6

VN(98.7 , 85) VF(98.7, 96)
VIT(99.3, 60) VF(99.9, 86)

VN(98.9, 61) VF(99.4, 87)VOT(99.5, 30)

VF(99.8, 62)

VN(99.8, 63) VN(99.1, 88)
VIT(99.9, 31) VN(99.5, 64)

VN(99.8, 32) VF(99.8, 65)

VHI(99.8,10))

VF(99.8, 33)

VN(99.0, 66) VF(98.7, 89)
VIT(99.4, 34) VF(99.4, 67)

VN(99.8, 35) VF(99.5, 68)

VF(99.8, 36)
VOT(99.4, 11)

VN(99.4, 37) VF(98.7, 69)

VIT(99.2, 12) VF(99.3, 38)

VN(99.7, 13) VF(99.4, 39)

VSAG(99.8,2)

VF(99.8, 14)

VN(99.4, 90) VF(99.5, 97)
VIT(98.8, 70) VF(98.8, 91)

VN(99.8, 71) VF(98.4, 92)VOT(99.8, 40)

VF(99.5, 72)

VN(98.8, 73) VF(99.2, 93)
VIT(99.4, 41) VF(98.7, 74)

VN(99.7, 42) VF(98.5, 75)

VHI(99.8, 15)

VF(99.8, 43)

VN(98.4, 76) VF(98.8, 94)
VIT(99.5, 44) VF(98.7, 77)

VN(99.8, 45) VF(98.8, 78)VOT(98.2, 16)

VF(99.5, 46)

VN(99.9, 47) VF(99.3, 79)
VIT(99.4, 17) VF(99.4, 48)

VN(998, 18) VF(9.8, 49)

VSWEL(99.9, 3)

VF(98.8, 19)

VIT(98.5, 80)
VOT(98.7, 50) VN(99.2, 81)

VIT(98.5, 51) VN(98.8, 82)VHI(99.8, 20)

VN(99.9, 52)

VIT(99.0, 53) VN(99.8, 83)
VOT(99.7, 21) VN(99.8, 54)

VIT(99.3, 22) VN(99.1, 55)

VF(99.8, 4)

VN(99.8, 23)

VIT(98.2, 56) VN(98.4, 84)
VOT(99.8, 24) VN(98.8, 57)

VIT(99.3, 25) VN(99.4, 58)VHI(99.8, 5)

VN(99.8, 26)

VIT(99.4, 27) VN(98.8, 59)
VOT(99.5, 6) VN(99.8, 28)

VIT(99.2, 7) VN(99.8, 29)

VN(99.4, 8)

VN(99.7, 9)
IET Research Journals, pp. 1–8
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Fig. 7: PQD signals generated through MATLAB (a) Oscillatory
transient (b) Voltage sag

Table 3 Classification accuracy of nine PQD signals at different SNR

Type of PQD
Average

accuracy(%)
0 dB

Average
accuracy (%)

20 dB

Average
accuracy (%)

40 dB
Pure (D1) 100 99.99 99.98

Interruption (D2) 100 99.70 99.50
Sag (D3) 100 99.80 99.60

Swell (D4) 100 99.90 99.70
Harmonics (D5) 99.90 99.80 99.70

Oscillatory
transient (D6) 99.70 99.50 99.30

Flicker (D7) 99.90 99.80 99.70
Notch (D8) 99.60 99.40 99.20
Spikes (D9) 99.80 99.70 99.60

Overall
accuracy (%) 99.87 99.73 99.50

column one and column two representing a combination of distur-
bance. Similarly, column four represents twenty-five multiple PQDs
(combination of four types of PQDs), column five represents eleven
multiple PQDs (combination of five PQDs), column six represents
two multiple PQDs (combination of six types of PQDs).
3) The highlighted cell in table could be interpreted as a combina-
tion of multiple PQ disturbances with classification accuracy of 99.5
percent with SNR of 20dB. Also, (99.5, 97) could be inferred as an
accuracy obtained of 99.5 percent and classification class of 97. The
six PQDs present being voltage flicker, voltage notch, impulse tran-
sient of voltage, oscillatory transient of voltage, voltage harmonics
and voltage swell.

It is inferred that, as compared to reported work [9] and [12], the
average classification accuracy is over 99% for 96 types of PQDs
combinations with an SNR of 20dB which is on upper side. To obtain
the optimal parameters for the BI-LSTM based deep learning model,
50 number of epochs are repeated for the model training. Loss and
accuracy curves obtained during the training of the proposed model

Table 4 Comparison of the proposed PQ assessment framework with other methods

Type of PQD
(20DB Noise)

[11]
CNN

2-layer
LSTM

BI-LSTM
with

Dense

BI-LSTM
with

Attention
layer

Proposed
method

D1 99.5 99.8 99.7 99.8 99.99
D2 98 99.3 99.5 99.7 99.7
D3 98.5 99.3 99.4 99.6 99.8
D4 100 99.1 99.5 99.7 99.9
D5 100 99.2 99.6 99.7 99.8
D6 100 99.8 99.1 99.3 99.5
D7 100 98.7 99.2 99.6 99.8
D8 100 98.5 98.9 99.2 99.4
D9 98 98.4 98.9 99.4 99.7

Overall
accuracy 99.33 99.01 99.31 99.55 99.73

All enteries in %

are presented in Fig. 8 and Fig. 9 respectively. The confusion matrix
obtained during training and testing of the proposed model is illus-
trated in Fig. 10 and Fig. 11 respectively. It is found from the results
that the classification accuracy of the training confusion matrix is
99.73% for nine types of PQD signals with SNR of 20 dB. The clas-
sification accuracy for the proposed model is also presented for nine
different basic PQD signals [15] with SNR of 0 dB (noiseless), 20dB
and 40dB of noise. Table 3 shows the classification accuracy of nine

Fig. 8: Loss curve

Fig. 9: Accuracy curve

PQD signals including normal voltage signal obtained through the
proposed model. Overall classification accuracy of 99.87%, 99.73%
and 99.50% was obtained for nine classes of PQD for SNR of 0 dB,
20 dB and 40 dB respectively. Additionally, a comparison of the pro-
posed PQ assessment framework with other methods is illustrated
in Table 4, five methods including the proposed methods with SNR
of 20 dB are compared with each other for average accuracy and
overall accuracy of nine types of PQD signals. It is observed that
the proposed method achieves higher accuracy as compared to other
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Fig. 10: Confusion matrix training

Fig. 11: Confusion matrix test

methods which could be contributed to the fact that attention mech-
anism and attention gate mechanism focus on the important feature
of the PQD. Fig. 12 and Fig. 13 shows the comparison of overall
accuracy of the models and average accuracy of the models for each
class of PQD respectively.

For comparison of the proposed BI-LSTM method with attention
gate and attention layer mechanism, baseline models based on RNN
and CNN are considered. For CNN based model, reference [11] is
considered and for RNN based methods, self-implemented models
using two-layer LSTM model (hidden layers 100), BI-LSTM model
(hidden layers 100) with dense layer, BI-LSTM model with atten-
tion layer mechanism and the proposed model with BI-LSTM with
attention gate applied in the LSTM cell itself with attention layer are
considered. The models are tested and trained for PQD signals with
20 dB SNR. It can be inferred from the results, CNN based method
gives good performance over LSTM and BI-LSTM based models but
addition of attention layer to the BI-LSTM model improves the clas-
sification accuracy over the CNN based method and further addition
of attention gate to the BI-LSTM model (with attention layer) results
in better classification accuracy. It is concluded that the addition of
attention mechanism improves the results of classification because
of its capability of selecting the most salient part or features of the
PQD signal.

Fig. 12: Comparison of overall accuracy of each different class of
PQD.

Fig. 13: Gives comparison average accuracy of different models for
each class of PQD respectively.

4.1 Classification accuracy with phase shift addition

The PQD voltage signals considered for testing are generally pure
signals with same phase. Generally, the methods of PQD classifica-
tion are trained with PQD voltage signals with same phase or zero
initial phase. In this work, signals are also generated with random
phase difference with any angle ranging from to −π to π radians
and testing of the proposed model is done with these signals. Table
5 gives the classification accuracy of the proposed model tested with
phase shifted PQD signals and signals without phase shifted PQD
signals with SNR of 0 dB, 20 dB and 40 dB. It could be seen from
the results that addition of phase shift to the PQD signals decreases
the classification accuracy to around one percent which is majorly
due to the fact that the addition of phase shift to the PQD signal
increases the randomness of the signal. In addition to the training of
the model with PQD signals without phase shift, the model is also
trained with PQD signals with phase shift to obtain good level of
accuracy of classification.

5 Conclusion

A deep learning-based model using modified BI-LSTM is success-
fully implemented in this paper for segmentation and classification
of single and multiple (combined) PQDs. Attention mechanism is
applied in two different ways to extract important data and knowl-
edge from the voltage signal containing PQD, namely attention gate
mechanism and attention layer mechanism. Attention gate is applied
to the LSTM cell so that operation of forget gate is limited up to past
data and not current data, saving computation time and reducing the
training parameters. Attention layer helps in bringing out the most
decisive and important information from the output of the BI-LSTM
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Table 5 Av. accuracy of classification with and without phase shift in PQD signals

PQD signal Average accuracy
with phase shift

Average accuracy
without phase shift

0 dB 98.53 99.87
20 dB 98.32 99.73

40 dB (Noiseless 98.11 99.5
Average (Av.) Accuracy is marked in %

layers. Following important conclusions could be drawn from the
experimental results:
1) Performance of the proposed modified BI-LSTM model is pre-
sented and compared with different baseline models in terms of
accuracy and effectiveness. The proposed model outperforms the
other models in terms of performance.
2) Multiple PQD are classified with very high accuracy of over 99 %
with SNR of 20 dB. Segmentation of the PQD signal (single or mul-
tiple types) is achieved by the proposed model with high accuracy,
saving computation time and resources.
3) 96 different combinations of PQDs with maximum six type of
PQDs with noise are classified with very high accuracy requiring
less computational time.
4) Classification accuracy is also obtained for PQDs with phase shift
showing that phase shift in the PQD signal with SNR of 20 dB brings
down the accuracy by around 1%.
As a result, it is concluded that the proposed technique has the poten-
tial to detect any combination of PQDs from voltage signal quickly
and accurately.
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