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Table S.1. Description of climate model data sets used for the primary analysis in this study.

Name Forcing Years # Members Reference

ALL Historical (to 2005), RCP 8.5 1920–2080 20 CESM-LE - Kay et al. (2015)
AER+ ALL, but fixed greenhouse gases to 1920 levels 1920–2080 20 XGHG - Deser et al. (2020)
GHG+ ALL, but fixed industrial aerosols to 1920 levels 1920–2080 20 XAER - Deser et al. (2020)

Table S.2. Description of observational data sets used for the primary analysis in this study.

Name Data Set Years Reference

20CRv3 NOAA-CIRES-DOE 20th Century Reanalysis V3 1920–2015 Slivinski et al. (2019)
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Figure S.1. Box-and-whisker plots showing the mean absolute error (MAE) of testing years

before 1980 (blue) and after 1980 (red) for the ANNs trained separately on each large ensemble

experiment (AER+; a-c, GHG+; d-f, ALL; g-i). Results are shown for ANN architectures using

2 hidden layers of 20 nodes each (a,d,g), 3 hidden layers of 20 nodes each (b,e,h), and 4 hidden

layers of 20 nodes each (c,f,i) and different L2 regularization values (0.001, 0.01, 0.1, 1, 5). Each

box-and-whisker distribution of ANNs is comprised of 10 iterations (different combinations of

training and testing data and random initialization seeds) for 3 separate epochs (100, 500, 1500).
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Figure S.2. Box-and-whisker plots showing the mean absolute error (MAE) of testing years

before 1980 (blue) and after 1980 (red) for the ANNs trained separately on two large ensemble

experiments (GHG+; a-c, ALL; d-f) using architectures with 2 hidden layers of 20 nodes each,

three different epochs (100, 500, 1500), and L2 regularization values of 0.001 (a,d), 0.01 (b,e),

and 0.1 (c,f). Each box-and-whisker distribution of ANNs is comprised of 10 iterations using

different combinations of training and testing data and random initialization seeds.
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Figure S.3. Annual linear least squares trends of 2-m temperature (◦C per decade) over 1920

to 1959 (a) and 1960 to 1999 (b) using 20CRv3 reanalysis (observations). Statistically significant

trends are shown with shaded contours at the 95% confidence level following the Mann-Kendall

(MK) test (Mann, 1945; Bevan & Kendall, 1971). Insignificant trends are masked out using black

hatch marks.
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Figure S.4. Signal-to-noise ratio (SNR) maps of annual mean 2-m temperature over 1920

to 1959 (a,e,i), 1960 to 1999 (b,f,j), 2000 to 2039 (c,g,k), and 2040 to 2079 (d,h,l) for three

large ensemble simulations (AER+; a-d, GHG+; e-h, ALL; i-l). SNR is calculated here as the

absolute value of the ensemble mean trend (forced response) normalized by the standard deviation

of trends across individual ensemble members (internal variability) for each 40 year period.
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Figure S.5. Average timing of emergence (ToE) maps defined as the first year the 10-year

running-mean 2-m (annual mean) temperature exceeds and stays above the mean 1920-1949

period by more than two standard deviations (e.g., Lehner et al., 2017) for each ensemble member

in the three large ensemble simulations (AER+; a, GHG+; b, ALL; c).

Figure S.6. (a) Predictions of the year by the ANN (y-axis) compared to the actual year

(x-axis) from maps of annual 2-m temperature, but with the global mean temperature removed

in AER+. (b) Same as (a) but for GHG+. (c) Same as (a) but for ALL. The blue shading

highlights the 5th-95th percentiles of predictions from the large ensemble testing data. The red

points show the ANN predictions using 20CRv3 observations. The red dashed line shows the

linear least squares fit through the predicted observations in each model, and the associated R2

is shown in the lower right-hand corner. The 1:1 line (or perfect prediction) is overlaid in black.
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Figure S.7. Histogram of correlations between the actual years and the ANN-predicted years

based on maps from 20CRv3 observations for the GHG+ (brown) and ALL (red) ANNs (created

using different combinations of training and testing data). The distributions are selected by their

respective ANN architecture with the highest median correlation over the six hyperparameter

combinations (epochs and L2 regularization) shown in Figure 4.
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Figure S.8. Histogram of the possible slopes of predicted 20CRv3 observations after consid-

ering different combinations of training and testing data for each of the AER+ (blue), GHG+

(brown), and ALL (red) ANNs. The 1:1 is highlighted by the dashed gray line.
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Figure S.9. (a) ANN predictions of the year (y-axis) compared to the actual year (x-axis)

by models trained on global maps of 2-m temperature in GHG+ (a,c) and ALL (b,d) during

January-February-March (JFM; a,b) and July-August-September (JAS; c,d). The blue shading

highlights the 5th-95th percentiles of predictions from the large ensemble testing data. The red

points show the predictions using 20CRv3 observations. The red dashed line shows the linear

least squares fit through the predicted observations in each model, and its R2 is shown in the

lower right-hand corner. The 1:1 line is overlaid in black.
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Figure S.10. Histogram of the possible R2 values from the linear fit of predicted 20CRv3

observations after randomly shuffling the individual ensemble members and years of ALL input

data to obtain 500 iterations of the ANN. The median R2 values of the possible predictions of

observations using the ANNs for AER+ (blue), GHG+ (brown), and ALL (red) are overlaid by

the dashed vertical lines.
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Figure S.11. LRP composite heatmaps averaged over 1920 to 1959 (a,e,i), 1960 to 1999

(b,f,j), 2000 to 2039 (c,g,k), and 2040 to 2079 (d,h,l) for the three large ensemble experiments

(AER+; a-d, GHG+; e-h, ALL; i-l). Higher LRP values indicate greater relevance for the ANN’s

prediction.
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Figure S.12. (a) Composite of LRP heatmaps over 1920 to 2080 for inputs of annual 2-m

temperature (global) maps from AER+ using the ANN architecture with 500 epochs and L2

regularization set to 0.01. (b) Same as (a) but for GHG+. (c) Same as (a) but for ALL. (d-f)

Same as top row, but for LRP heatmaps from an ANN architecture with 1500 epochs and L2

regularization set to 0.001. LRP composites are generated by averaging across 100 possible ANN

iterations by using different combinations of training and testing data for each large ensemble.

Higher LRP values indicate greater relevance for the ANN’s prediction.
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Figure S.13. (a) Composite of LRP heatmaps using both training and testing data over 1920

to 2080 for inputs of annual 2-m temperature (global) maps from AER+. (b) Same as (a) but

for GHG+. (c) Same as (a) but for ALL. (d-f) Same as top row, but for LRP heatmaps using

only testing data. Higher LRP values indicate greater relevance for the ANN’s prediction.
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Figure S.14. Difference in composites of LRP heatmaps for AER+ minus ALL (a) and

GHG+ minus ALL (b) over 1960 to 2039 for inputs of annual 2-m temperature (global) maps.

LRP composites are first generated by averaging across 100 possible ANN iterations by using

different combinations of training and testing data for each large ensemble.
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