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Abstract14

Many human activities rely on accurate knowledge of the sea surface dynamics. This15

is especially true during storm events, when wave-current interactions might represent a lead-16

ing order process of the upper ocean. In this study, we assess and analyse the impact of in-17

cluding three wave-dependent processes in the ocean momentum equation of the Met Office18

North West European Shelf (NWS) ocean-wave forecasting system on the accuracy of the sim-19

ulated surface circulation. The analysis is conducted using ocean currents and Stokes drift data20

produced by different implementations of the coupled forecasting systems to simulate the tra-21

jectories of surface (iSphere) and 15 m drogued (SVP) drifters affected by four storms selected22

from winter 2016. Ocean and wave simulations differ only in the degree of coupling and the23

skills of the Lagrangian simulations are evaluated by comparing model results against the ob-24

served drifter tracks. Results show that, during extreme events, ocean-wave coupling improves25

the accuracy of the surface dynamics by 4%. Improvements are larger for ocean currents on26

the shelf (8%) than in the open ocean (4%): this is thought to be due to the synergy between27

strong tidal currents and more mature decaying waves. We found that the Coriolis-Stokes forc-28

ing is the dominant wave-current interaction for both type of drifters; for iSpheres the secondary29

wave effect is the wave-modulated water-side stress while for SVPs the wave-dependent sea30

surface roughness is more important. Our results indicate that coupled ocean-wave systems31

may play a key role for improving the accuracy of particle transport simulations.32

Plain Language Summary33

Precise data on ocean surface velocities are of fundamental importance for several hu-34

man activities, such as search and rescue or oil spill and plastic dispersal monitoring and con-35

trol operations. Measurements of the surface dynamics are usually scarce both in time and space36

and typically data from numerical models are used instead. Traditionally, ocean and wave-induced37

currents are computed by ocean and wave models which are run independently from each other.38

In this study, we investigate the impact on the predicted surface circulation of using a coupled39

system where the ocean model receives the feedbacks of three wave-related processes. Since40

during storm conditions large waves can exert a strong control on the upper ocean circulation,41

we focus our study on extreme events. Our results show that the coupled system generally im-42

proves the accuracy of the predicted surface circulation by 4%, with improvements larger on43

the shelf than in the open ocean.44

1 Introduction45

Accurate knowledge of the ocean surface dynamics is of fundamental importance for many46

human activities, such as shipping, commercial fishing, recreational boating, tidal energy quan-47

tification and marine ecosystems management (e.g., Dohan and Maximenko [2010]). One key48

application of ocean surface currents data is the ability to predict the motion of objects float-49

ing on the sea surface. This is the case, for example, of search and rescue and pollutant dis-50

persal operations (e.g., Breivik and Allen [2008]; Breivik et al. [2013]; De Dominicis et al. [2016];51

Jones et al. [2016]) or monitoring activities of floating marine debris fate and accumulation52

(e.g., Liubartseva et al. [2018]). However, the precision of such simulations drastically depends53

on the accuracy of the wind and ocean surface currents data used to force the Lagrangian trans-54

port model. For example, De Dominicis et al. [2016] showed that, after 24 hr, the distance be-55

tween observed and predicted drifter locations can range from 2-5 km up to 15-25 km, depend-56

ing on the model data used to force the particle tracking model. Similarly, Dagestad and Röhrs57

[2019] found that, after 48 hr, drifter trajectories simulated using surface currents detected from58

satellite or computed by a number of ocean models with different resolution may present a59

separation distance from the observed tracks of about 20-25 km.60

The need for more precise and detailed predictions of the ocean surface currents initi-61

ated intense development of new and more accurate observation technology and numerical mod-62
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elling systems. For example, worldwide operational High Frequency (HF) coastal radar net-63

works that provide real-time 2D surface current vector maps to a variety of end users repre-64

sent nowadays a standard observational application (e.g., Abascal et al. [2012]). Also, the Sea65

surface KInematics Multiscale monitoring (SKIM) satellite mission designed to provide di-66

rect global-coverage measurements of the total surface current velocity was proposed as a can-67

didate for the European Space Agency Earth Explorer 9 competition [Marié et al., 2020]. How-68

ever, the spatial and temporal coverage of observational data is generally not sufficient to ful-69

fil the practical needs of operational activities and typically, surface currents data from prog-70

nostic numerical models of the ocean, atmosphere and sea state are used instead (Cucco et al.71

[2012]; Breivik et al. [2013]; Zodiatis et al. [2016]). It is crucial therefore to continuously as-72

sess and improve the accuracy of the surface circulation fields produced by our numerical mod-73

els. One approach towards improving model data quality is to implement more integrated frame-74

works where numerical models of different sub-components of the Earth system (i.e., atmo-75

sphere, ocean, waves, land, ice) are combined with various degrees of coupling (e.g., Staneva76

et al. [2016a]; Clementi et al. [2017]; Lewis et al. [2019a,b]).77

One method to evaluate the precision of the upper ocean circulation reproduced by a nu-78

merical model is to use the surface velocities data to force a Lagrangian particle transport model79

and compare the simulated trajectories against those of satellite-tracked drifters. For example,80

Barron et al. [2007] applied this method to assess the impact of assimilating sea surface height81

on the surface circulation predicted by a U.S. Navy global ocean model. Similarly, De Domini-82

cis et al. [2014] compared observed and numerical drifter tracks to evaluate the quality of sur-83

face velocities data produced by a number of different relocatable ocean models. The same84

methodology has also been used to investigate the physical mechanisms driving the surface85

transport (e.g., Carniel et al. [2009]; Röhrs et al. [2012]; Staneva et al. [2021]).86

Sea-state dependent processes strongly affect the upper ocean dynamics. For example,87

ocean waves directly contribute to the surface circulation inducing a mean Stokes drift in the88

direction of wave propagation [Stokes, 1847]. Such a wave-induced drift can range from 0.689

to 1.3% of the wind speed and can be of similar magnitude as the direct wind-induced cur-90

rents [Ardhuin et al., 2009], significantly affecting the transport of floating objects (e.g., Clarke91

and Van Gorder [2018]; Tamtare et al. [2021]; Staneva et al. [2021]). In addition, when the Stokes92

drift interacts with the planetary vorticity, a new forcing appears in the ocean momentum equa-93

tion which significantly affects the upper ocean Ekman spiral and therefore the direction of94

the surface Lagrangian transport [Polton et al., 2005; Röhrs et al., 2012]. Ocean waves also95

modulates the transfer of momentum from the atmosphere to the ocean [Komen et al., 1996],96

modifying the upper ocean circulation (e.g., Wu et al. [2019]) and hence Lagrangian trajec-97

tories (e.g., Tang et al. [2007]). In addition, surface gravity waves directly control the verti-98

cal structure of upper ocean currents. For example, the sea surface roughness, which is the length99

scale controlling the turbulent mixing at the sea surface (e.g., Gemmrich and Farmer [1999]),100

is sea-state dependent (e.g., Rascle et al. [2008]). Also, when wind-waves break, the turbulent101

dissipation in the uppermost part of the oceanic boundary layer is enhanced (e.g., Gerbi et al.102

[2009]). In shallow waters, wind-waves can interact with the bottom topography, enhancing103

the near-bed turbulence and hence modifying the bottom drag coefficient and the currents shear104

(e.g., Davies and Lawrence [1995]). Whilst the importance of including the Stokes drift on the105

total upper ocean transport has been investigated extensively (e.g., De Dominicis et al. [2016];106

Callies et al. [2017]; Tamtare et al. [2021]), the impact of wave-current interactions on the sur-107

face circulation has received less attention (e.g., Carniel et al. [2009]; Röhrs et al. [2012]), es-108

pecially for cases when more wave-related processes are considered at the same time [Staneva109

et al., 2021].110

During sea storm events, large waves can have a strong control on the surface ocean dy-111

namics, making wave-current interactions a leading order process of the uppermost part of the112

ocean (e.g., Carniel et al. [2009]; Staneva et al. [2016b, 2017]; Wu et al. [2019]). The North113

West European shelf (NWS) is a shallow tidal flat with significant coastal populations and in-114

frastructures which can be affected by extremely severe sea storms (e.g Masselink et al. [2016];115
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Wei et al. [2019]), increasing the demand for accurate predictions of the surface ocean dynam-116

ics. In 2020 for example, ocean currents represented ≈ 50% of the NWS total downloaded117

physical ocean forecast products at 1.5 km, as reported by the Copernicus Marine Environ-118

ment Monitoring Service (CMEMS; see, e.g. Le Traon et al. [2019] for a summary of the ser-119

vice) service desk. CMEMS ocean and wave analysis and forecast data at 1.5 km of resolu-120

tion for the NWS area are produced by the Met Office ocean and wave forecasting system [Saulter121

et al., 2017; Tonani et al., 2019]. In order to improve the accuracy of these products, since 15122

December 2020 the NWS operational system uses a coupled ocean-wave modelling framework.123

In this system, the momentum budget equation solved by the ocean model is modified to in-124

clude three wave feedbacks, namely the Coriolis-Stokes force, a wave modified momentum125

flux and a sea-state dependent sea surface roughness as described in Lewis et al. [2019a,b].126

This study has three objectives:127

• assess and quantify the accuracy of the surface dynamics simulated by the NWS ocean-128

wave coupled forecasting system in the presence of severe sea-states;129

• analyse the physical mechanisms underpinning the impact of the three wave-current in-130

teractions included in the NWS ocean-wave coupled system on the upper ocean circu-131

lation during storm events; and132

• identify possible future models and coupling developments which may further improve133

the upper ocean physics represented by the NWS coupled system.134

In order to address these questions, ocean currents and Stokes drift simulations produced135

by five versions of the NWS forecasting system differing only in the degree of ocean-wave136

coupling are compared. The assessment is conducted using surface velocity data from the five137

experiments to simulate the Lagrangian trajectories of a number of drifters affected by four138

Atlantic storms that crossed the NWS during winter 2016. The skills of the Lagrangian sim-139

ulations are evaluated comparing model results against the observed drifters tracks.140

The paper is organised as follows. Section 2.1 details the NWS ocean-wave forecast-141

ing system (the model components as well as the coupling strategy). The Lagrangian simu-142

lations are described in Sec. 2.2.1 and the experimental design is presented in Sec. 2.2.2. Drifter143

observations used for the assessment are presented in Sec. 2.3. In Sec. 3 we use an idealised144

model to conduct some first order analysis of the impact of the three wave feedbacks included145

in the coupling which will help also in interpreting the 3D model results. In Sec. 4 we present146

and analyse our results. In Sec. 5 the physical mechanism underlying the impact of ocean-wave147

coupling during extreme events are discussed. Finally, in Sec. 6 we summarise our main con-148

clusions.149

2 Methods and Data150

2.1 The NWS ocean-wave forecasting system151

Ocean and wave data to force the Lagrangian simulations were produced using the Met152

Office NWS ocean and wave forecasting system, a component of CMEMS.153

2.1.1 The ocean component154

The ocean component of the prediction system is a Forecasting Ocean Assimilation Model155

(FOAM) of the NWS including an ocean model and a variational data assimilation scheme.156

Here, only the aspects of the FOAM system which are relevant to our study are given, while157

a detailed description can be found in Tonani et al. [2019].158

The ocean model is AMM15-ocean, the eddy resolving configuration of the Atlantic Mar-159

gin Model described in Graham et al. [2018a] and based on version 3.6 of the Nucleus for Eu-160

ropean Modelling of the Ocean (NEMO) numerical code [Madec and NEMO-team, 2016]. AMM15-161
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ocean uses a horizontal curvilinear grid with a uniform grid spacing of ≈ 1.5 km with a z∗−162

s vertical grid with 51 levels [Siddorn and Furner, 2013]. Tidal dynamics are represented em-163

ploying a non-linear free surface along with a time-splitting scheme that separates the fast ex-164

ternal mode from the slow baroclinic modes. Turbulent vertical viscosity and diffusivity are165

computed using the Generic Length Scale (GLS) scheme (Umlauf and Burchard [2003]; see166

also Sec.2.1.3 for more details). Air-sea fluxes are computed using the CORE bulk formulae167

[Large and Yeager, 2009] using 3-hourly atmospheric fields with a resolution of 0.125◦×0.125◦168

provided by the European Centre for Medium-Range Weather Forecasts (ECMWF) operational169

Integrated Forecasting System (IFS).170

The data assimilation component of the FOAM-AMM15 system is NEMOVAR, an in-171

cremental first guess at an appropriate time 3DVAR scheme. The Met Office implementation172

of NEMOVAR includes bias correction scheme for both sea surface temperature (SST) and173

altimeter data (see Waters et al. [2015]; King et al. [2018] for the details). FOAM-AMM15 im-174

plements NEMOVAR version 4 and uses an assimilation window of 24 h, assimilating in-situ175

and satellite-swath SST observations, altimeter measurements of sea level anomaly (SLA) (in176

regions with depth> 700 m) and profile observations of temperature and salinity of the wa-177

ter column from different sources (see King et al. [2018] for the details). In this paper only178

hourly analysis ocean data are used.179

Tonani et al. [2019] showed that FOAM-AMM15 correctly reproduces the main hydro-180

graphic and dynamical features of the NWS, both in coastal and off-shelf areas. The high res-181

olution of this system allows to resolve oceanographic structures at meanders and eddies scales,182

improving the model skills in reproducing important circulation patterns such as the European183

slope currents or the across shelf transport [Graham et al., 2018b]. The circulation in the shal-184

low, tidally dominated area has a good agreement with observations.185

2.1.2 The wave component186

The wave component of the NWS prediction system is AMM15-wave, a regional im-187

plementation of the WAVEWATCH III spectral wave model version 4.18 [Tolman, 2014] as188

detailed in Saulter et al. [2017]. The domain of AMM15-wave covers the same area of AMM15-189

ocean model but uses a Spherical Multiple Cell (SMC) discretization scheme [Li, 2012] con-190

figured to have a variable horizontal resolution ranging from 3 km across much of the domain191

down to 1.5 km near the coast or where the average depth is shallower than 40 m. The wave192

model is forced with the same 3-hourly ECMWF wind fields that are used to force AMM15-193

ocean. In addition, the uncoupled wave model is forced with hourly externally provided AMM15-194

ocean surface currents [Palmer and Saulter, 2016] while in the coupled implementation sur-195

face currents are exchanged via the ocean-wave coupler [Lewis et al., 2019a,b]. Wave growth196

and dissipation terms are parameterised using the ST4 physics following Ardhuin et al. [2010]197

while nonlinear wave-wave interactions use the Discrete Interaction Approximation (DIA) pack-198

age according to Hasselmann et al. [1985]. In this paper we use hourly analysis wave data.199

2.1.3 The coupled system200

Ocean-wave coupling in FOAM-AMM15 is implemented as described by Lewis et al.201

[2019a,b], considering only wave feedbacks acting on the ocean momentum budget equation.202

When wave-current interactions are not taken into account, AMM15-ocean solves the203

incompressible, hydrostatic and Boussinesq approximated ocean momentum budget equation204


∂uuuh

∂ t
+[uuu ·∇uuu]h + f ẑzz×uuu =−∇

p
ρw

+bẑzz+DDDh +
∂

∂ z
Ao

v
∂uuuh

∂ z
, (1a)

Ao
v

∂uuuh

∂ z

∣∣∣
z=η

=
τττatm

ρw
. (1b)
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Here the subscript h identifies a 2D vector with components in the zonal (x̂xx) and merid-205

ional (ŷyy) directions, u = uuuh + wẑzz = (u,v,w) represents the Eulerian velocity vector field of206

slowly evolving ocean currents (with ẑzz the local upward vertical unit vector), f is the Cori-207

olis parameter, t is time, p is pressure, b=−gρ/ρw is the buoyancy with ρ the ocean den-208

sity, ρw a reference ocean density and g gravity, z is the height referenced to the geoid, η is209

the ocean free surface, DDDh represents the parameterisation of sub-grid physics in the lateral210

direction and τττatm is the stress exerted by the atmospheric wind on the ocean surface.211

The vertical eddy viscosity Ao
v is computed by AMM15-ocean using the two-equation212

GLS turbulent closure model with the following surface boundary conditions (see Reffray et al.213

[2015] for the details about the NEMO implementation):214

• surface enhanced mixing due to wave-breaking according to Craig and Banner [1994]
scheme

Ao
v

σk

∂k
∂ z

∣∣∣
z=η

=Cwu3
∗w, (2)

where k is the turbulent kinetic energy, σk is the constant Schmidt number for k, Cw215

is the Craig and Banner coefficient equal to 100 and u∗w =(|τττatm| ρ−1
w )1/2 is the water-216

side friction velocity;217

• sea surface roughness z0 as a function of the significant wave height Hs as proposed218

by Rascle et al. [2008]:219

z0 = αHs, (3)

with α = 1.3 and

Hs =
665

0.85 g
u2
∗wW

3
2

age, (4)

Wage = 30tanh
( 0.6

28 u∗w

)
, (5)

where Wage is an estimate of the wave age as a function of the wind stress (the super-220

script o in the vertical eddy viscosity Ao
v emphasizes the fact that when ocean-wave cou-221

pling is switched off the Hs is estimated by the ocean model).222

Equation 1b represents the surface boundary condition traditionally used in uncoupled
ocean models, where it is assumed that at the air-sea interface the air-side momentum flux (i.e.,
the wind stress τττatm) is completely transferred into the ocean. When FOAM-AMM15 system
is uncoupled, the τττatm is computed by NEMO as

τττatm = ρaCD|UUU10|UUU10 , (6)

where ρa is the air density, UUU10 is the wind velocity at 10 m and CD is the drag coefficient223

computed according to Large and Yeager [2009].224

When ocean-coupling is activated, the momentum budget equation solved by the ocean225

model of the FOAM-AMM15 forecasting system is modified as follows:226


∂uuuh

∂ t
+[uuu ·∇uuu]h + f ẑzz× (uuu+uuus) =−∇

p
ρw

+bẑzz+DDDh +
∂

∂ z
Aw

v
∂uuuh

∂ z
, (7a)

Aw
v

∂uuuh

∂ z

∣∣∣
z=η

=
τττocn

ρw
. (7b)

Equation 7 is a wave-averaged momentum balance equation including three wave effects227

acting on the mean flow (see Lewis et al. [2019a,b] for the details):228

1. Coriolis-Stokes forcing229
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Surface waves induce a mean Lagrangian drift uuus in their direction of propagation known
as Stokes drift (e.g. Stokes [1847]; Phillips [1977]). When the wave-induced drift in-
teracts with the planetary vorticity, an additional force named Coriolis-Stokes force (CSF)
appears in the wave-averaged Eulerian momentum equation [Hasselmann, 1970]

CSF ≡ f ẑzz×uuus . (8)

In the FOAM-AMM15 coupled system, the Stokes’ Drift at the surface uuu0
s = uuus(t,x,y,0)

is computed by AMM15-wave model and exchanged with AMM15-ocean model to-
gether with the Hs and the mean wave period T01 . Then, the 3D Stokes drift uuus is es-
timated by AMM15-ocean according to Breivik et al. [2016]

uuus = uuu0
s

[
e2kpz−β

√
−2kpπz erfc

(√
2kpz

)]
, (9)

where erfc is the complementary error function, β = 1 and kp =
8u0

s T01
γπH2

s
with γ = 5.97.230

231

2. Sea-state dependent water-side momentum flux232

The blowing of the wind on the sea surface generates both ocean waves and currents
(e.g. Csanady and Gibson [2001]). As a result, sheared ocean currents are directly forced
by the total wind stress τatm only in the case of fully developed wind-waves [Pierson
and Moskowitz, 1964]. Most of the time, the wave field is far from being in equilib-
rium with the local wind, and waves are either growing, with a net influx of momen-
tum into the wave field, or decaying, with intensified wave-breaking and a net outflux
of momentum from waves into the ocean (e.g. Komen et al. [1996]). Thus, when sur-
face waves are considered the water-side momentum flux τττocn (i.e. the stress that ef-
fectively forces the ocean at the surface) is given by (e.g. Breivik et al. [2015])

τττocn = τττatm− τττatw + τττwoc , (10)

where τττatw is the momentum flux absorbed by the waves (aka the wave-supported stress)233

and τττwoc is the momentum flux from the wave field to the mean flow.234

In the FOAM-AMM15 coupled system τττocn is computed by AMM15-wave and directly235

passed to the ocean model.236

3. Sea-state dependent sea surface roughness237

FOAM-AMM15 estimates the sea surface roughness z0 from the significant wave height238

Hs. When run in coupled mode, Hs is computed by AMM15-wave and exchanged with239

AMM15-ocean that then uses Eq.3 to compute z0 (as indicated by the superscript w in240

the vertical eddy viscosity Aw
v ).241

2.2 Numerical experiments242

2.2.1 Lagrangian simulations243

Drifter trajectories were simulated using the OpenDrift Lagrangian framework [Dages-244

tad et al., 2018; Dagestad and Röhrs, 2019]. We used a 4th order Runge-Kutta scheme and a245

timestep of 3600 s to integrate the following initial value problem for the drifter position xxx(t)=246

(x(t),y(t)):247

 dxxx(t)
dt

= uuu(xxx(t), t)+uuus(xxx(t), t)+uuuw(xxx(t), t)+uuu′(xxx(t), t) , (11a)

xxx(t0) = xxx0 , (11b)
248

where xxx0 is the initial drifter position at time t0.249
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Two different type of drifters are simulated in this study, iSphere and Surface Velocity250

Program (SVP) drifters. SVP drifters are drifting buoys used since the early 1980s to mea-251

sure ocean currents at a nominal depth of 15 m. They are formed by a surface float connected252

to a subsurface 7-m-long holey sock drogue centred at 15 m depth [Lumpkin and Pazos, 2009].253

Such a design allows to reduce the wind slippage to less than 0.1% in 10 m s−1 wind speed254

[Niller et al., 1987], so that drogued SVP drifters are mainly transported by ocean currents and255

the Stokes drift at 15 m depth [Rio, 2012]. Conversely, iSphere drifters are half submerged256

spherical drifting buoy where the drifting velocity results from the combination of surface ocean257

and wave-induced currents and direct wind leeway [Röhrs et al., 2012; De Dominicis et al., 2016].258

In the case of iSphere drifters, uuu(xxx(t), t) and uuus(xxx(t), t) represent turbulent Eulerian ocean259

currents and the Stokes drift at 0.5 m (i.e. the depth of the upper ocean model level) respec-260

tively, while uuuw(xxx(t), t) is the wind drag velocity parameterised as261

uuuw(xxx(t), t) = γ UUU10(xxx(t), t) , (12)

where UUU10(xxx(t), t) is the wind velocity at 10 m and γ = 0.01 in agreement with Röhrs262

et al. [2012]; De Dominicis et al. [2016].263

When simulating SVP drifters uuu(xxx(t), t) and uuus(xxx(t), t) represent Eulerian ocean currents264

and the Stokes drift at 15 m while uuuw = 0. The Stokes drift at 0.5 and 15 m was estimated265

from the Stokes drift at the surface applying Breivik et al. [2016] parameterisation (see Eq. 9).266

The term uuu′(xxx(t), t) = α R with R ∈ [−1,1] represents random fluctuations in the ve-267

locity field to simulate sub-grid turbulent diffusion. We use α = 0.04 m s−1 which corresponds268

to a horizontal eddy diffusivity Kh of ≈ 1 m2 s−1 when modelling sub-grid turbulence as a269

random walk diffusive process (e.g. De Dominicis et al. [2013]), in agreement with Jones et al.270

[2020].271

Quantitative assessment of the accuracy of the simulated drifter trajectories has been car-272

ried out using the Liu and Weisberg [2011] skill score (ss). This metric compares modelled and273

observed drifter trajectories along their path evaluating the separation of the two trajectories274

normalized by their total length:275

s =
∑

N
i=0 di(xxxs(ti),xxxo(ti))

∑
N
i=0 loi(xxxo(t0),xxxo(ti))

, (13)

where N is the total number of observed drifter positions in a given trajectory, ti is the276

time at which the ith drifter position has been recorded, t0 is the time at which the drifter has277

been deployed, di are distances between simulated xxxs(ti) and observed xxxo(ti) drifter positions278

at time ti and loi is the length of the observed trajectory at time ti.279

The skill score ss is then defined as280

ss =

{
1− s , if s≤ 1 ,

0 , if s > 1 ,
(14)

so that ss= 1 indicates perfectly aligned observed and modelled trajectories while ss=281

0 identifies model simulations with no skill. Besides taking account for the separation at the282

end of two trajectories, the Liu and Weisberg [2011] skill score also acknowledges some skill283

for trajectories that stay together during the beginning of their path, but separate towards the284

end.285

For each drifter simulation, 100 particles were released at the same initial location and286

time: the skill score of each numerical track was computed considering the path of the barycen-287

tre of the spatial distribution of particles while the standard deviation of the ss computed for288

–8–



Storm Days when storm Description of Lowest recorded Max. wind Highest signif. References
name crossed NWS the impacts atm. pres. [hPa] gust [m s−1] wave height [m]

GERTRUDE 29-30 Jan 2016 Strong winds across Scotland and
northern England; ‘red’ (risk to
life, widespread disruption) UK
national severe weather warning
for wind impacts issued by the Met
Office for Shetland Islands

948 ≈ 45 11 Magnusson and Bidlot
[2016]; Met Office [2016a];
see also Fig.1a-e

HENRY 01-02 Feb 2016 Heavy rain and very strong wind
across Scotland, northern England
and northern Wales; strongest gusts
recorded in the Outer Hebrides and
larger waves affected the northern
part of the NWS.

944 ≈ 40 12 Met Office [2016b]; see also
Fig.1b-f

IMOGEN 07-08 Feb 2016 Affected the south-west of England
and the south of Wales with strong
winds and large waves.

962 ≈ 35 10-11 Met Office [2016c]; see also
Fig.1i-j

JAKE 01-04 Mar 2016 Relatively moderate cyclone that
affected large part of Ireland,
Wales and south-west England

988.9 ≈ 37 9-10 Met Office [2016c]; see also
Fig.1m-n

Table 1. Summary of meteorological and wave conditions for the four storms considered in this study.299

each of the 100 particles was used as a measure of the associated uncertainty. All the simu-289

lations showed a standard deviation < 0.02, proving the robustness of our results. Sensitiv-290

ity tests using 1000 or 10000 particles showed no effect on the numerical solution. Results291

are presented in terms of average skill scores ss and standard deviation SD, similarly to the292

studies of Amemou et al. [2020]; Tamtare et al. [2021]; Staneva et al. [2021].293

2.2.2 Experimental design294

Four Atlantic wind-storms affecting the NWS during winter 2016 are considered in this295

study. They were named by the Met Office and Met Éireann as Gertrude, Henry, Imogen and296

Jake. A summary of meteorological and wave conditions for each storm is shown in Fig. 1,297

and further details are provided in Tab. 1.298

Lagrangian experiments were forced using ocean currents and Stokes drift data from five306

different FOAM-AMM15 ocean-wave simulations as listed in Tab.2.307

TRIAL CSF Water-side Hs for z0 Simulation Comments
NAME mom. flux period

CTR no τττatm estimated 01-01-2016 Lewis et al. [2019b]
(Eq.16) (Eq.4) 07-03-2016 DA experiment

CPL yes τττocn comput. by 01-01-2016 Lewis et al. [2019b]
(Eq.10) wave model 07-03-2016 CPL_DA experiment

CSF yes τττatm estimated 23-01-2016 initial condition
(Eq.16) (Eq.4) 06-02-2016 from CTR trial

TOC no τττocn estimated 23-01-2016 initial condition
(Eq.10) (Eq.4) 06-02-2016 from CTR trial

WSR no τττatm comput. by 23-01-2016 initial condition
(Eq.16) wave model 06-02-2016 from CTR trial

Table 2. Characteristics of the five ocean-wave model trial datasets used to force the Lagrangian simulations

(see the text for the details).

308

309

The control trial (CTR) used the ocean and wave models in uncoupled mode (Eq. 1) while310

the fully coupled experiment (CPL) used all the three wave feedbacks switched on (Eq. 7).311
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Gertrude 2016-01-29 18:00 Henry 2016-02-01 15:00 Jake 2016-03-02 06:00 Imogen 2016-02-08 06:00 

a b c d

e f g h

i j k l

m n o p

Figure 1. Snapshots of 10-m wind speed and direction and mean sea level pressure simulated by ECMWF

global-scale atmosphere forecasts, used as meteorological forcing of the NWS ocean-wave system (upper

row) and significant wave height (second row), Stokes drift speed (third row) and ocean currents speed (bot-

tom row) simulated by the NWS ocean-wave forecasting system for storms Gertrude (leftmost column),

Henry (second column), Imogen (third column) and Jake (rightmost column). Snapshots correspond to the Hs

peak of each storm.

300

301

302

303

304

305
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Both simulations were extensively validated and analysed by Lewis et al. [2019b] (in their work312

the CTR and CPL trials were named DA and CPL_DA, respectively).313

Three more ocean-wave simulations were run specifically for this work to investigate the314

relative impact of the three wave effects considered in FOAM-AMM15 coupled system. All315

the three experiments used ocean and wave restarts from the CTR trial and covered the pe-316

riod from 23 January to 11 February 2016. The CSF trial used the coupled system with only317

the Coriolis-Stokes forcing activated (i.e., combining Eq.1 and Eq.8), while the TOC simu-318

lation switched on only the wave-dependent water-side momentum flux (i.e., Eq.1 replacing319

τττatm with τττocn and using Eq.10). Finally, the WSR trial modified the stand-alone ocean mo-320

mentum budget equation activating only the sea-state dependent sea surface roughness (i.e.,321

using Eq.1 and Eq.3 with Hs computed by the wave model).322

2.3 Ocean drifters observations323

Drifter observations used to assess the skills of the Lagrangian simulations were retrieved324

from the CMEMS NWS in-situ product [Wehde et al., 2021]. This dataset includes observed325

trajectories from i) SVP drifters equipped with a 15-m centred drogue and ii) SVP drifters which326

have lost their drogue. When SVP drifters lose their drogue, they become more susceptible327

to the wind generated slip, which increases to ≈ 1−3% of the wind speed [Pazan and Niiler,328

2001; Rio, 2012]. Therefore, undrogued SVP effectively behave as iSphere drifters.329

Figure 2. Drifters trajectories from the INSITU CMEMS dataset which were affected by the four winter

2016 storms considered in this study. Thick lines represent the tracks of SVP drifters which have lost their

drogue (iSphere-like drifters) while thin lines identify SVP drifters with the drogue. The 200 m isobath is

also shown in black. 14 tracks were recorded during storm Gertrude (light blue lines), 13 during storm Henry

(yellow lines), 10 during storm Imogen (red lines) and 12 during storm Jake (green lines).

330

331

332

333

334
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The CMEMS dataset is processed with the algorithm defined in Appendix A to iden-335

tify the drifters trajectories which were affected by the four storms considered in this study.336

After processing, a total of 49 drifter trajectories are identified (see Fig.2): 18 tracks were recorded337

by drogued SVP drifters (hereafter SVP) while 31 belonged to undrogued SVP drifters (here-338

after iSphere since they are effectively as surface iSphere drifters). In addition, 12 tracks were339

observed on the shelf and shelf-break (areas with depth ≤ 200 m) while 37 were in the open340

ocean. The algorithm described in Appendix A is designed to identify drifter tracks with max-341

imum duration of 24-48 hours. This is done in order to maximise the usability of the avail-342

able data set and to reduce the separation distance between observed and simulated track to343

an acceptable level (e.g., De Dominicis et al. [2014]; Dagestad and Röhrs [2019]).344

3 The importance of coupling during extreme events345

In this section we use the Ekman model [Ekman, 1905] to have some sense of the rel-346

ative contributions of the three wave feedbacks included in the FOAM-AMM15 coupled sys-347

tem to the upper ocean dynamics in the presence of severe sea-states.348

The Ekman model considers the simplified case of a constant vertical viscosity and there-349

fore may not be suitable for exploring the impact of a wave dependent sea surface roughness.350

However, Carniel et al. [2009] extensively investigated the effect of the sea surface roughness351

and wave-breaking induced turbulence on modelling drifters trajectories during a wind storm352

event in the Adriatic sea. They used idealised and realistic numerical experiments to show that353

i) enhancing the surface roughness and/or including the injection of turbulent kinetic energy354

from breaking waves increases the vertical mixing of momentum reducing the shear and ul-355

timately decreasing the upper ocean velocities; ii) drifters’ trajectories in the presence of a storm356

are better simulated when wave breaking processes are taken into account and the sea surface357

roughness is enhanced.358

Therefore, we consider the Ekman problem modified to include the Coriolis-Stokes forc-
ing [Huang, 1979; McWilliams et al., 1997; Polton et al., 2005] and a sea-state dependent water-
side momentum flux: 

f ẑzz× (uuuh +uuus) =
∂

∂ z
Av

∂uuuh

∂ z
, (15a)

Av
∂uuuh

∂ z

∣∣∣
z=η

=
τττocn

ρw
, (15b)

where Av is a constant vertical viscosity coefficient and uuuh becomes insignificant (uuuh→ 0) at359

great depths (z→−∞).360

As shown by Polton et al. [2005], in this type of problem the analytical solution for the
Eulerian currents results from the linear combination of three distinct terms:

uuuh =UUUE +UUUS +UUUES , (16)

where UUUE is the wind-driven part acting on the whole Ekman depth de = (2Av/ f )1/2
361

(i.e., the solution of the classical Ekman problem), UUUS is the wave-driven Stokes component362

directly forced by the CSF term and decaying over the Stokes depth scale ds = (2k)−1 and363

UUUES is the Ekman-Stokes component which decays over the total Ekman depth scale. It is im-364

portant to note that i) the Stokes component UUUS is different from the Lagrangian Stokes drift365

uuus and ii) the Ekman-Stokes component UUUES arises to balance the stress exerted by the Stokes366

component and hence ensuring that the total velocity satisfies the wind stress surface bound-367

ary condition [Polton et al., 2005].368

Here, we assume a storm where the wind is blowing only in the zonal x̂xx direction and369

monochromatic deep-water surface waves are propagating in the same direction. Monochro-370

matic wave fields are chosen in order to approximate a dominant component in the wave spec-371

trum (e.g. McWilliams et al. [1997]; Sullivan et al. [2007]). The associated Stokes drift is given372
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a) b)

c) d)

iSphere iSphere

SVPSVP

Figure 3. Solutions of the classical Ekman problem (in red) and the Ekman problem modified to include

only the Coriolis-Stokes forcing (in light-blue), only a wave-dependent momentum flux (in green) and both

wave feedbacks (in black). The idealised problem considers a zonal wind stress and monochromatic deep-

water surface waves propagating in the same direction (see the text for the details) . The upper panels present

hodographs for the growing waves (a) and the decaying waves scenario (b). Panels c) and d) present the total

Eulerian transport an iSphere and a SVP drifter would experience (i.e. the Eulerian transport at the surface

and in the depth-layer 10-20 m) for growing and decaying waves. All the velocities are normalised by the

air-side friction velocity uuu∗.

380

381

382

383

384

385

386

387

by uuus = x̂xx(ak)2cpe2kz, where a is the wave amplitude, k the wavenumber and cp the wave phase373

speed [Phillips, 1977]. We choose a wind speed U10 of 15 m s−1, a Stokes drift at the surface374

of 0.3 m s−1, f = 10−4 s−1 and a constant vertical eddy viscosity Av = 1.16×10−2 m2 s−1
375

[McWilliams et al., 1997; Polton et al., 2005], which corresponds to an Ekman depth scale de376

of ≈ 15 m. The drag coefficient CD is computed according to Smith and Banke [1975], yield-377

ing a wind stress magnitude τatm = 0.43 N m−2 and a water-side friction velocity u∗w of 0.02378

m s−1.379

Two representative cases are explored: one for young fast growing waves and the sec-388

ond for more mature decaying waves. The growing waves scenario considers wind-waves with389

period T = 5 s, inverse wave age u∗c−1
p = 0.08 and ratio of the Ekman to the Stokes depth390

ds d−1
e equal to 0.20. Wu et al. [2019] showed that during storm conditions the ratio τocnτ

−1
atm391

in the North Sea ranges between 0.8 and 1.8. Therefore, we parameterise the sea-state depen-392

dent water-side momentum flux during growing waves conditions as τocn = 0.88× τatm. In393

the case of more mature decaying waves we choose T = 11 s and u∗c−1
p = 0.03 correspond-394

ing to ds d−1
e = 0.98 and we use τocn = 1.12× τatm.395

Figure 3 compares the solutions for growing and decaying waves scenarios (left and right396

columns, respectively) of the classical Ekman problem (i.e. Eq.15 with uuus = 0 and τττocn = τττatm,397
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in red) against the ones of the Ekman problem modified to include i) only the CSF term (i.e.398

Eq.15 with τττocn = τττatm, in light-blue), ii) only a sea-state dependent water-side momentum399

flux (i.e. Eq.15 with uuus = 0, in green) and iii) both wave feedbacks (i.e. the complete Eq.15,400

in black).401

In both scenarios, the CSF term changes the direction of the ageostrophic upper ocean402

current vectors adding an additional veering with respect to the pure Ekman solution (com-403

pare light-blue and red lines in Fig.3). However, in the case of mature decaying wind-waves404

the impact seems to be greater. This can be explained considering that during severe storms405

the wave period can grow up to ≈ 10−12 s [Toffoli and Bitner-Gregersen, 2017], deepening406

the Stokes depth and resulting in ds d−1
e → 1; in such a case, the Stokes component can have407

an exponentially decaying vertical contribution that is approximately of the same extent as the408

Ekman term. Conversely, when waves are growing and the Stokes depth is significantly shal-409

lower than the Ekman depth (ds d−1
e → 0) the contribution of the Stokes component becomes410

less relevant: in this case, the Eulerian velocity results mainly from the balance between the411

wind-driven and the Ekman-Stokes components of the total solution (see Polton et al. [2005]412

for the details).413

Using only a sea-state dependent surface stress has the effect of simply increasing (de-414

creasing) the magnitude of the Eulerian transport with respect to the classical Ekman solution415

when considering decaying (growing) waves, with no effect on the ocean current directions416

(see red and green arrows in Fig.3).417

When combining the two wave-induced effects, ageostrophic upper ocean currents of both418

scenarios appear to be mainly influenced by the Coriolis-Stokes acceleration and only slightly419

modulated by the wave-dependent surface momentum flux. In the case of growing waves, the420

reduced surface stress drives the weakening of the wind-driven part of the total solution while421

the Ekman-Stokes component is slightly enhanced, resulting in the CSF and wave-dependent422

surface stress acting in synergy to deflect the direction of upper ocean currents. To the con-423

trary, when waves are decaying the increased surface stress enhances the wind-driven com-424

ponent of the solution while the Ekman-Stokes part is relatively weakened, with the two wave425

effects that in this case seems to compete.426

While the wave-modified Ekman model can be a useful tool to investigate and isolate427

some of the mechanisms underpinning the interaction between wind-driven currents and sur-428

face wind-waves, it is an idealised model unable to give a detailed and realistic representa-429

tion of the complex upper ocean dynamics, especially for regions where the tidal regime is430

a leading order process, as it is the case for the NWS.431

4 Results432

4.1 Assessment of the Lagrangian modelling approach433

The motion of an object floating on the sea surface and not fully submerged can be im-434

portantly affected by the wind leeway [Christensen et al., 2018]. However, it is not clear yet435

how to properly include this process when simulating drifter trajectories (e.g. Breivik and Allen436

[2008]; Röhrs et al. [2012]; De Dominicis et al. [2016]; Callies et al. [2017]; Staneva et al. [2021]).437

In addition, studies on modelling the trajectory of SVP drifters are scarce (e.g. Kjellsson and438

Doos [2012]; Abascal et al. [2012]; Amemou et al. [2020]), especially during storm conditions.439

Therefore the aim of this section is to assess the skills and the realism of our Lagrangian mod-440

elling approach.441

The 49 drifter trajectories identified in Sec.2.3 were simulated forcing the Lagrangian445

model with ocean currents uuu and Stokes drift uuus data from the CTR and CPL trial datasets.446

Table 3 presents the average skill score ss and associated standard error of simulations of iSphere447

and SVP drifters located either on the shelf or in open ocean waters. Averaging was carried448

out including simulations forced with both CTR and CPL trial datasets.449
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DRIFTER REGION NUMB. OF ss±SD

TYPE DRIFTERS no-wind wind

iSphere shelf & shelf-break 10 0.80±0.09 0.42±0.12

open ocean 21 0.54±0.20 0.60±0.20

SVP shelf & shelf-break 2 0.58±0.14 −

open ocean 16 0.44±0.25 −

Table 3. Average skill score ss and associated standard deviation SD of numerical iSphere and SVP tracks

located on the shelf and in the open ocean. In the case of iSpheres simulations the impact of using the wind

leeway is also assessed. Averaging includes simulations forced with both CTR and CPL trial datasets.

442

443

444

The average skill score of SVP drifters is 0.46±0.24, with open ocean simulations pre-456

senting a ss of 0.44±0.25 and on-shelf tracks showing a ss equal to 0.58±0.14. It is not clear457

whether this difference in skill score between deep and shallow areas might depend on the rel-458

atively low number of available drifters on the shelf - 2 against 16 in the open ocean. The vi-459

sual inspection of model results might help to gain some more insights on this. Figure 4 a,460

b, c, d and Fig. 6 a, b, e, f present examples of open ocean and on-shelf SVP tracks simulated461

using uuu and uuus data from an uncoupled system (magenta and light-blue lines in Fig. 4 and Fig.462

6, respectively) or an ocean-wave coupled run (violet and red lines in Fig. 4 and Fig. 6, re-463

spectively). Both on-shelf and open ocean numerical SVPs are consistently slower and gen-464

erally deflected in comparison with the measured ones, an indication that the generally poor465

(< 0.5) ss of SVPs might depend on inaccuracies not directly related to the wave effects in-466

cluded in the coupling. For example, the systematic underestimation of SVP drifters veloc-467

ity might suggest a lack of storm-related physical processes which may promote an enhanced468

drifter transport, such as the influence of strong storm-winds below the surface or SVP-drogued469

drifters surfing large storm-waves. Another possibility could be that the ocean model might470

underestimate the Ekman propagation of surface wind effects down into the water column (for471

example by overestimating the vertical shear), resulting in too slow sub-surface currents.472

In the case of iSphere drifters, open ocean and on-shelf simulations present different sen-473

sitivity to the wind leeway. In deep water areas, including the wind drag velocity (uuuw > 0)474

in the Lagrangian transport equation 11a generally allows to reduce the underestimation of the475

observed trajectories (see Fig.4e,h), improving the average skill score from 0.54±0.20 to 0.60±476

0.20. On the other hand, including the wind leeway in coastal areas generates too large drifter477

velocities causing overshooting of the final observed locations (e.g. Fig.4f,g) while using uuuw =478

0 (i.e. no wind drag velocity) significantly improves the simulations’ skill increasing the ss479

from 0.42±0.12 to 0.80±0.09. However, iSphere simulations generally present a good (>480

0.5) average skill score (the ss with the wind leeway is 0.58±0.22 while the one without is481

0.61±0.21), suggesting that ocean and wave-induced currents may represent the main forc-482

ing for the surface Lagrangian transport.483

In order to better understand the reason behind the negative impact of the wind leeway484

in shelf areas, the accuracy of surface ocean currents, Stokes drift and wind velocities used485

to force the Lagrangian model was assessed against on-shelf independent observations.486

Available wind speed measurements during the four storms were recorded by two wave495

buoys of the World Meteorological Organisation - International Oceanographic Commission496

(WMO-IOC) Joint Commission for Oceanography Marine Meteorology‘s operational Wave497

Forecast Verification Scheme (JCOMM-WFVS, Bidlot et al. [2007]), which includes quality498

controlled in-situ observations sampled on a 6-hourly basis. One buoy was located near the499

shelf-break off North Ireland coast while the other was off Land’s End coast (respectively buoy500

A and B in Fig.5a). Figures 5b and 5c compare time-series of wind speed measurements dur-501

ing the four storms at buoy A and B, respectively, with time-series of 3-hourly ECMWF wind502
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a) b)

OBSERVED TRAJECT.

e)

f)

g) h)

OPEN OCEAN - iSphere

SHELF - iSphere

SHELF - iSphere

OPEN OCEAN - iSphere

OPEN OCEAN - SVP OPEN OCEAN - SVP SHELF - SVP

c) d)

SHELF - SVP

uctr - us,ctr - uw
ucpl - us,cpl - uw
uctr - us,ctr
ucpl - us,cpl

Figure 4. Examples of simulations of SVP and iSphere drifters located open ocean and on the shelf during

the four storms considered in this study. Observed drifter tracks are shown in black. Drifter trajectories simu-

lated forcing the Lagrangian model only with the ocean surface dynamics (uuu + uuus) from CTR and CPL trials

are shown in magenta and violet, respectively. Tracks simulated using the wind leeway combined with surface

currents and wave-induced transport (uuu + uuus + uuuw) from CTR and CPL runs are presented in light-blue and

red, respectively.

450

451

452

453

454

455

speed interpolated at the same locations. At buoy A, modelled wind speeds seem to overes-503

timate the observations, with a BIAS of 1.49 m s−1 and a RMSE of 2.38 m s−1, while at buoy504

B ECMWF wind speeds are slower than the measured ones, with BIAS=−1.32 m s−1 and505

RMSE= 2.1 m s−1. It is worth noting that for both buoys there is no metadata to confirm whether506

or how these data are corrected to a 10 m wind speed. Consequently, quantitative errors may507

have significant uncertainties.508

HF-radar currents measured in an area off the north coast of the south-west of England509

(see rectangle in Fig.5a) were used to assess the accuracy of on-shelf surface ocean currents510

and Stokes drift during the four storms. The Wave Hub HF radar system is a phased-array WEllen511

RAdar (WERA) system which has been measuring waves and currents off the north coast of512

Cornwall since 2011 [Lopez and Conley, 2019]. Comparisons between radar surface current513

measurements and ADCP derived near surface measurements typically exhibit a bias less than514

0.03 m s−1 and RMSE less than 0.10 m s−1 [Lopez, 2017]. Whilst radar-derived currents are515

extensively used for oceanographic studies in coastal regions (e.g. Paduan and Washburn [2013];516

Lopez et al. [2020]), whether they include either the entire wave-induced Stokes drift, part of517

it or none of it is still an open question (e.g. Isern-Fontanet et al. [2017]). After sensitivity tests,518
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Gertrude 2016-01-29 19:00 Henry 2016-01-31 7:00 Imogen 2016-01-29 19:00 Jake 2016-01-29 19:00

a)

buoy A

buoy B

b)

c)

d) e) f) g)

buoy A

buoy B

Figure 5. a) On-shelf iSphere drifter trajectories observed during storms Gertrude (G1, G2), Henry (H1,

H2), Imogen (I1, I2) and Jake (J1, J2) together with the location of buoys A and B. The area covered by

HF-radar measurements is also shown with the rectangle in black. b-c) Time-series of wind speed measured

(black) during the four storms at buoy A and B, respectively, against time-series of 3-hourly ECMWF wind

speed interpolated at the same locations (red). Storm-windows are identified by coloured shadows: pink is

for Gertrude, light-blue for Henry, green for Imogen and yellow for Jake. d-g) Snapshots of HF-radar surface

currents maps detected during the four storms. Only HF-radar measurements with an associated error < 0.09

m s−1 are shown.

487

488

489

490

491

492

493

494

it was decided to compare HF-radar derived surface currents against the linear combination519

of model ocean currents and Stokes drift. The analysis considered only HF-radar currents with520

an associated error < 0.09 m s−1 (see Fig.5d,e,f,g for snapshots of radar derived surface cur-521

rents during the four storms with such an accuracy) and included the computation of spatially522

averaged BIAS, RMSE and veering angles θ [Kundu, 1976] for each storm. Table 4 presents523

storm averaged metrics of surface ocean currents and Stokes drift from CTR and CPL trials.524

In general, the surface dynamics simulated by the CPL run presents improved accuracy (to-525

tal metrics are BIAS = −0.04 m s−1, RMSE = 0.10 m s−1 and θ = −0.6◦) in comparison526

to the one of the CTR experiment (BIAS=−0.09 m s−1, RMSE= 0.17 m s−1 and θ = 3.35◦).527

Gertrude Henry Imogen Jake

Metric CTR CPL CTR CPL CTR CPL CTR CPL

BIAS [m s−1] -0.09 -0.05 -0.09 -0.03 -0.10 -0.05 -0.07 -0.02
RMSE [m s−1] 0.18 0.10 0.16 0.08 0.21 0.13 0.14 0.08
θ [◦] -0.60 -1.10 9.75 3.20 -1.62 -2.60 4.61 -1.80

Table 4. Spatially and storm averaged BIAS, RMSE and veering angles θ of linearly combined surface

ocean currents and Stokes drift from CTR and CPL trials with respect to HF-radar detected surface currents.

A positive θ means that the vector sum uuu+uuus veers clockwise with respect to HF-radar currents.

528

529

530

Assessment against independent observations showed that modelled wind data might be531

affected by large inaccuracies in shelf and coastal areas. This is in agreement with other stud-532

ies. For example, a recent work by Christakos et al. [2020] investigated the relationship be-533

tween the quality of wind fields in the proximity of a coast with complex orography and the534

mesh size of the atmospheric model. They found that, especially during extreme wind events,535
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a finer grid can better capture local wind phenomena but leads to an overestimation of the wind536

speed while a coarser mesh systematically simulates weaker winds along the coast. Also, Staneva537

et al. [2021] noted that adding the contribution of windage in coastal areas might lead to over-538

parameterization. Therefore, in this study the trajectories of on-shelf iSphere drifters were sim-539

ulated not taking into account the leeway of the wind (i.e. using uw = 0).540

4.2 The impact of ocean-wave coupling541

In this section we evaluate and analyse the impact of the three wave feedbacks included542

in the FOAM-AMM15 coupled system on the upper ocean dynamics during storm conditions.543

Four different Lagrangian experiments were conducted (see Tab.5) forcing OpenDrift model544

with ocean and wave data from CTR and CPL trial datasets to simulate the 49 drifter tracks545

identified in Sec.2.3. Two experiments used uuu and uuus data extracted from the same trial dataset546

and, consequently, they were named as UctrSctr and UcplScpl , respectively. The other two ex-547

periments were named UctrScpl and UcplSctr since they forced the Lagrangian simulations com-548

bining uuu data from one dataset with uuus data from the other one. In the case of open ocean iSpheres,549

the Lagrangian simulations were forced using also the wind leeway.550

DRIFTER REGION NUMB. OF ss±SD

TYPE DRIFTERS UctrSctr Ucpl Scpl UctrScpl Ucpl Sctr

iSphere shelf & shelf-break 10 0.76±0.09 0.82±0.09 0.75±0.10 0.81±0.09

open ocean 21 0.57±0.21 0.60±0.19 0.55±0.21 0.59±0.20

SVP shelf & shelf-break 2 0.50±0.16 0.66±0.05 0.47±0.16 0.69±0.05

open ocean 16 0.43±0.23 0.46±0.27 0.42±0.23 0.46±0.26

Table 5. Average skill score ss and standard deviation SD of open ocean and on-shelf iSphere and SVP

drifters for the four Lagrangian experiments. UctrSctr and UcplScpl simulations use ocean currents and Stokes

drift from CTR and CPL trials, respectively; UctrScpl experiment uses currents from the CTR trial and the

Stokes drift from the CPL dataset while UcplSctr uses currents from the CPL dataset and the Stokes drift from

the CTR trial.

551

552

553

554

555

Table 5 presents the average skill score ss and standard deviation SD of iSphere and SVP556

drifters on-shelf and in the open ocean for the four Lagrangian experiments. The comparison557

between the average skill scores of UctrSctr and UcplScpl experiments show that on average,558

during severe storm events, ocean-wave coupling is able to improve the accuracy of the pre-559

dicted surface dynamics by 4% (from 0.56±0.23 to 0.60±0.24) . Improvements for specific560

drifters can reach values of ≈ 15−20%.561

In addition, numerical results show that during storm events ocean-wave coupling seems562

to have a similar impact on both type of drifters, improving the ss of surface iSpheres from563

0.63± 0.20 to 0.67± 0.19 and the one of 15 m drogued SVPs from 0.43± 0.22 to 0.48±564

0.26. Generally, the three wave feedbacks included in the FOAM-AMM15 coupled system pre-565

dominantly act at the sea surface and significantly decay with the depth. However, our results566

appear to indicate that during severe sea states their effect may propagate below the surface567

and affects also the sub-surface ocean dynamics.568

In the following two sections we deepen our analysis investigating the relative impact569

of coupling on ocean currents and Stokes drift.570
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Figure 6. Examples of SVP and iSphere simulations located in the open ocean and on the shelf during the

four storms considered in this study. Observed drifter tracks are shown in black. Drifter trajectories simu-

lated forcing the Lagrangian model with the ocean surface dynamics (uuu and uuus) from CTR and CPL trials are

shown in light-blue (UctrSctr) and red (UcplScpl), respectively. Tracks simulated using ocean currents from

CTR trial and Stokes drift from CPL dataset are shown in yellow (UctrScpl); simulations using ocean cur-

rents from CPL trial and Stokes drift from CTR dataset are shown in yellow (UcplSctr). Open ocean iSphere

simulations use also the wind leeway uuuw > 0.
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577

578

579

580

581

582

4.2.1 The effect of coupling on the ocean currents571

The impact of ocean-wave coupling on the accuracy of the upper ocean currents can be572

evaluated and quantified considering Lagrangian experiments applying the same Stokes drift573

forcing but using different data for the currents, i.e. comparing UctrSctr against UcplSctr and574

UctrScpl against UcplScpl , respectively.575

Figure 6 shows that, as expected, ocean-wave coupling has the larger impact on the ocean583

currents (compare light-blue against green and yellow against red trajectories). In addition, re-584

sults reported in Table 5 reveal that using currents from a coupled system allows the improve-585

ment of the ss by 8% in shelf areas (from 0.71±0.14 to 0.79±0.09) and 4% in the open ocean586

(from 0.50±0.23 to 0.54±0.24). The greater improvement on the shelf is probably the con-587

sequence of multiple factors. Firstly, there is an under-sampling affecting on-shelf regions -588

12 tracks against 37. Then, including the wind leeway in the forcing of off-shelf simulations589

could result in masking the effect of ocean-wave coupling, making improvements less notable.590

Finally, the interaction between waves, tides, and wind-driven circulation is a leading order591

process on the shelf, where ocean waves increase their amplitude to conserve energy flux and592

tidal currents are larger than in the open ocean (e.g. Huthnance [1981]; Simpson [1998]; Va-593

liente et al. [2019]).594

In order to better understand the mechanisms behind the difference in skill score between595

shelf and open ocean simulations, we continue our analysis computing a number of simulated596

diagnostics along the 49 observed trajectories using model outputs from CTR and CPL trial597

datasets.598

Figure 7a compares the track-averaged magnitude of current velocities 〈u〉 and Stokes602

drift 〈us〉 at the surface (iSpheres) or 15 m (SVPs). In the case of SVP drifters, ocean currents603

are consistently larger than the Stokes drift, with values from ≈ 2 to ≈ 10 times larger, in agree-604
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Figure 7. Track-averaged magnitude of a) current velocities 〈u〉 and Stokes drift 〈us〉, b) ratio between

residual and tidal currents 〈urũ−1〉 and wind speed 〈U10〉, c) surface Stokes drift and wind leeway for open

ocean and on-shelf surface (iSpheres) or 15 m (SVPs) drifters.

599

600

601

ment with the strong vertical shear characterising the Stokes drift (e.g. Breivik et al. [2014, 2016]).605

However, results suggest that in the presence of wind-storms the contribution of the wave-induced606

transport to the total drift below the surface might be important. In the case of iSpheres, 70%607

of on-shelf drifters present track-averaged ocean currents generally larger than the Stokes drift608

while in the open ocean the majority of the trajectories (81%) are affected by larger wave-induced609

velocities 〈us〉. This seems to support the idea that one of the reasons for the larger improve-610

ments on the shelf relative to off-shelf might be the stronger ocean currents characterising shal-611

low areas.612

In order to understand the physical mechanism behind the differences in the currents forc-613

ing our drifters, we apply the Doodson filter [Parker, 2007] to the hourly ocean currents model614

outputs to remove diurnal and sub-diurnal signals and compute the residual flow uuur. Figure615

8 presents the frequency spectrum of the high-frequency oceanic flow ũuu= uuu−uuur at the sur-616

face computed for three stations located in deep waters (stations S1 and S2 in the map in Fig.617

8) and on the shelf (station S3). In our domain of study, the inertial period ranges between618

≈ 13.5 and ≈ 17.2 hours. Figures 8a and b show clear inertial and M2 maxima, indicating that619

in the open ocean ũuu includes both tidal and mesoscale currents with modest amplitudes of com-620

parable magnitude (≈ 0.02−0.05 m s−1). Conversely, inertial oscillations are not present on621

the shelf and the strong high-frequency flow ũuu is largely tidal with amplitude of ≈ 0.3 m s−1
622

as shown in Fig. 8c. This is probably a consequence of the strong dissipative processes char-623

acterising shallow areas which suppress the development of inertial waves [Stanev and Ricker,624

2020]. Since barotropic tidal currents are generally more predictable than the fully baroclinic625

mesoscale circulation, these results may help also to explain why, on average, Lagrangian sim-626

ulations (with or without coupling) are more skilful on the shelf than in the open ocean. In627

addition, velocity spectra reveals that ocean-wave coupling affects mesoscale currents while628

it has practically no effect on the M2 tidal component .629

Figure 7b presents the track-averaged ratio 〈ur ũ−1〉 as a function of the track-averaged630

wind speed 〈U10〉. On the shelf, 25% of the drifters’ trajectories are characterised by a ratio631

〈ur ũ−1〉> 1, while in the deep ocean this happens for the 54% of the tracks. In addition, the632

track-averaged wind speed is larger than 14 m s−1 for 56% of the drifters’ tracks in the open633

ocean while the large majority of on-shelf trajectories (77%) are affected by a 〈U10〉< 14 m s−1.634

These results show that, during our four storms, the on-shelf upper ocean flow is generally tidally635

dominated whereas in the open ocean the residual component seems to lead the dynamics.636

Figure 7c compares the track-averaged magnitude of the surface Stokes drift and the wind637

leeway in the case of iSphere drifters. For all the trajectories, the wind leeway is less relevant638
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Figure 8. Frequency spectrum of the zonal component of ũuu = uuu − uuur velocity at the surface computed for

three stations located in the open ocean (stations S1 and S2 in the inset) and on the shelf (station S3) for the

period from 01-01-2016 to 10-02-2016.

649

650

651

than the Stokes drift, indicating that tidal, wind- and wave-driven currents represent the main639

forcing for both off- and on-shelf drifters. The high correlation (r = 0.97) between the wind640

leeway and the Stokes drift might suggest that iSphere trajectories are generally forced by lo-641

cally generated wind-waves. This conclusion seems to be supported also by the high Stokes642

drift values found in Fig.7a, since the surface Stokes drift is mainly driven by shorter high-643

frequency waves while the contribution of lower wavenumbers (i.e., swell) is generally much644

smaller (e.g. Breivik et al. [2014]; Pizzo et al. [2019]; Lenain and Pizzo [2020]). Both results645

might also indicate that in the case of severe sea-states the wave-induced transport at the sur-646

face might be parameterised quite accurately as a function of the wind speed (e.g. Breivik and647

Allen [2008]).648

Figure 9a presents the track-averaged ratio 〈τocn τ
−1
atm〉 as a function of the average in-652

verse wave age 〈u∗c−1
p 〉, where cp is the phase velocity of waves at the peak of the wind-sea653

spectrum [Melville et al., 2004], u∗ is the air friction speed and u∗c−1
p → 0.1 in the case of654

younger waves while for older waves u∗c−1
p → 0. As expected, all the drifters are affected by655

relatively developed waves. This is a consequence of the algorithm used to identify the drifter656

trajectories affected by the storms. However, in the open ocean 59% of the drifters are affected657

by waves with u∗c−1
p larger than the median value of the data while on the shelf this is true658

for only 16% of the tracks. In addition, 76% of open ocean trajectories present 〈τocn τ
−1
atm〉<659

1 and an average ratio of 0.99 while on the shelf for 58% of the tracks τocn is larger than τatm660

and the average ratio is 1.03. Generally, both results seem to indicate that the open ocean might661

be affected by younger growing waves while on the shelf we might be in the presence of more662

developed decaying waves.663

In the FOAM-AMM15 system, the sea surface roughness z0 is computed as a function664

of the significant wave height Hs: when the ocean model is run in standalone mode Hs is pa-665

rameterised from the wind speed following Rascle et al. [2008] while in coupled mode the Hs666

is computed by the wave model (see Sec.2.1.3 for the details). Figure 9b compares the track-667
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Figure 9. Track-averaged a) 〈τocnτ
−1
atm〉 ratio as a function of the average inverse wave age 〈u∗c−1

p 〉, b) 〈Hs〉
estimated by the standalone ocean model against the 〈Hs〉 computed by the spectral wave model, c) 〈τocnτ

−1
atm〉

ratio as a function of the ratio 〈uctru−1
cpl〉, d) ratio 〈dsd−1

e 〉 and the veering θur of CPL residual currents with

respect to the CTR residual flow computed according to Kundu [1976]) for open ocean and on-shelf surface

(iSpheres) or 15 m (SVPs) drifters.

676

677

678

679

680

averaged 〈Hs〉 estimated according to Rascle et al. [2008] (i.e. Eq. 4) against the 〈Hs〉 com-668

puted by the spectral wave model. Rascle et al. [2008] found that estimating the significant669

wave height Hs from the wind speed might be a good approximation in the case of young wind-670

seas without swell, while it could lead to an underestimation of 10−20% in the case of fully671

developed waves. The high correlation (r = 0.84) between the estimated and computed Hs of672

our results seem to support those conclusions. However, our results also indicate that, during673

severe storm conditions, the parameterisation used by the uncoupled ocean model might un-674

derestimate the Hs computed by the spectral wave model by 30−50%.675

When modifying the water-side momentum flux or the sea surface roughness z0, the re-681

sult is that the speed of the upper ocean flow u is changed. In order to understand the impact682

of both wave feedbacks on the magnitude of ocean currents, we continue our analysis com-683

puting the track-averaged ratio 〈uctr u−1
cpl〉, where uctr are ocean currents from the CTR trial684

while ucpl are the ones from the CPL run. Figure 9c shows that, in the open ocean, for 80%685

of iSphere and 56% of SVP tracks uctr currents are larger than ucpl , with a mean ratio of 1.50686

and 1.40, respectively. On the shelf, 80% of the iSpheres show 〈uctr u−1
cpl〉> 1, although with687

much smaller values - the mean ratio is equal to 1.07. 50% of the tracks of the on-shelf SVPs688

present ucpl larger than uctr with a ratio of 0.94.689

The simplified analysis of Sec. 3 indicated that the magnitude of the Coriolis-Stokes veer-690

ing might depend on the ratio between the Stokes’ depth ds and the Ekman scale de. In or-691
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der to verify whether this is the case also in a realistic scenario, we compute the track-averaged692

ratio 〈ds d−1
e 〉 and 〈θur〉, where θur is the veering of CPL residual currents with respect to the693

CTR residual flow computed according to Kundu [1976] - a positive θur signifies that the vec-694

tor uuur,cpl veers clockwise with respect to uuur,ctr. The Stokes’ depth ds is calculated using the695

peak period of the wind-sea spectrum and the Fenton and McKee [1990] approximation. The696

length scale of neutrally stratified Ekman layers is usually estimated as de = γu∗w f−1, with697

γ derived from observations (e.g., Stigebrandt [1985]; Perlin et al. [2007]). In this work we698

use γ = 0.25 [Coleman et al., 1990; McWilliams et al., 1997; Polton et al., 2005]. Assuming699

constant vertical viscosity will always result in overestimating de, since stratification acts to700

inhibit turbulent mixing of momentum reducing the Ekman layer thickness (e.g., Cushman-701

Roisin and Beckers [2011]). Figure 9d shows that 58% of on-shelf tracks present 〈ds d−1
e 〉 greater702

than the median value of the data (0.37) while in the open ocean this is true for 45% of the703

drifter trajectories. At the same time, on-shelf tracks present a mean 〈θur〉 of 17.32◦ with a704

standard deviation of 10.93◦ while in the open ocean the mean 〈θur〉 is −1.42◦ and the stan-705

dard deviation is 29.59◦.706

4.2.2 The effect of coupling on the Stokes drift707

The impact of ocean-wave coupling on the Stokes drift can be assessed comparing La-708

grangian simulations using the same data for the ocean currents but different forcing for the709

Stokes drift, i.e. contrasting UctrSctr against UctrScpl and UcplSctr against UcplScpl , respectively.710

Table 5 reveals that ocean-wave coupling has, on average, a small (or negligible) impact711

on the wave-induced currents, with a difference in the average skill score between off- and on-712

shelf simulations of ±1%. This result is in line with our expectations, since formally the FOAM-713

AMM15 coupled system does not include any new ocean currents effect to the action density714

balance equation solved by the spectral wave model.715

OPEN OCEAN - iSphere

c) d)

b)OPEN OCEAN - SVPa)

SHELF - iSphere

OBS. TRAJ.

uw 

us,ctr 

us,cpl

SHELF - SVP

Figure 10. Examples of open ocean and on-shelf iSphere and SVP drifter simulations obtained forcing the

Lagrangian model only with wind leeway (uuuw, green trajectories) or only with the Stokes drift from either the

CTR (uuus,ctr, light-blue lines) or the CPL (uuus,cpl , red tracks) trial runs.

716

717

718
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However, Fig.6 seems to indicate that the tracks simulated forcing the Lagrangian model719

with the CPL Stokes drift are consistently deflected in comparison to the ones using the Stokes720

drift from the uncoupled system, especially at the surface (compare light-blue against yellow721

lines and/or green against red lines).722

The direction of the Stokes drift at the surface usually correlates relatively well with the723

wind direction, since it is more sensitive to the high-frequency part of the wave spectra (e.g.,724

Webb and Fox-Kemper [2015]; Tuomi et al. [2018]). In order to investigate whether differences725

in the Stokes drift direction may be related to the wind direction, we conducted three addi-726

tional Lagrangian experiments: in the first one virtual drifters where forced only with the wind727

leeway (uuuw) while in the other two we applied only the Stokes drift forcing from either the728

CTR (uuus,ctr) or the CPL (uuus,cpl) trials, respectively.729

Figure 10 shows some examples of the results from this last set of simulations. The vir-730

tual trajectories obtained forcing the Lagrangian model with the CPL Stokes drift are more731

closely aligned with the ones using only the wind leeway, suggesting that switching on the three732

wave feedbacks in the FOAM-AMM15 momentum balance equation may have a control also733

on the direction of the Stokes drift computed by the wave model.734

In order to quantify this effect, Tab.6 presents the mean track-averaged veering 〈θus〉 of735

CTR and CPL Stokes drift vectors with respect to the wind leeway direction computed accord-736

ing to Kundu [1976]. Results shows that the Stokes drift from the coupled run reduce the veer-737

ing from the wind direction by more than 50% in comparison with the one of the Stokes drift738

from the uncoupled system, in agreement with observations (e.g., Clarke and Van Gorder [2018]).739

DRIFTER REGION NUMB. OF Mean 〈θus 〉 [◦]

TYPE DRIFTERS CTR CPL

iSphere shelf & shelf-break 10 5.50 1.52

open ocean 21 5.46 -3.50

SVP shelf & shelf-break 2 6.19 -0.80

open ocean 16 6.09 -3.44

Table 6. Mean track-averaged veering 〈θus〉 of Stokes drift vectors from CTR and CPL trial datasets with

respect to the wind leeway direction. The veering is computed according to Kundu [1976].

740

741

4.3 The relative impact of each single ocean-wave interaction742

The aim of this section is to quantify which one of the three wave-current interactions743

included in the FOAM-AMM15 coupled system has the larger impact on the accuracy of the744

solution for the surface dynamics.745

Five different Lagrangian experiments are compared (see Tab.7). Two of them forced746

the Lagrangian model with ocean and wave data from CTR and CPL trials. The other three747

experiments used forcing data from FOAM-AMM15 simulations where only one wave-current748

interaction was switched on: CSF used only the Coriolis-Stokes forcing, TOC only the wave-749

dependent water-side stress while WSR only the sea-state modulated sea surface roughness750

(see Sec.2.2.2 for the details). In the case of open ocean iSpheres, the Lagrangian simulations751

were forced using also the wind leeway. Since CSF, TOC and WSR ocean-wave simulations752

covered only the storms occurred in January-February (i.e., Gertrude, Henry and Imogen), only753

37 drifter trajectories were simulated in this set of Lagrangian experiments.754

Numerical results presented in Tab.7 indicate that the best skill score is obtained when762

the three wave-current interactions are considered. The Coriolis-Stokes forcing seems to be763

the dominant wave-current interaction for both iSphere (0.64±0.20) and SVP (0.48±0.23)764
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DRIFTER REGION NUMB. OF ss±SD

TYPE DRIFTERS CTR CPL CSF TOC WSR

iSphere shelf & shelf-break 7 0.74±0.08 0.81±0.09 0.79±0.09 0.75±0.07 0.80±0.09

open ocean 16 0.54±0.22 0.58±0.17 0.58±0.19 0.55±0.21 0.57±0.18

SVP shelf & shelf-break 1 0.34 0.61 0.53 0.47 0.32

open ocean 13 0.42±0.25 0.49±0.25 0.47±0.24 0.45±0.22 0.45±0.22

Table 7. Average skill score ss and standard deviation SD of iSphere and SVP drifters on the shelf and in

the open ocean for the following five Lagrangian experiments: CTR and CPL simulations used ocean currents

and Stokes drift from an uncoupled and a fully coupled FOAM-AMM15 system, respectively; the CSF exper-

iment used ocean and wave data from an ocean-wave simulation where only the Coriolis-Stokes wave effect

was activated; the TOC Lagrangian simulations used forcing data produced by the FOAM-AMM15 system

using only the wave-dependent momentum flux; the WSR experiments forced the Lagrangian model with data

from an ocean-wave simulation activating only the sea-state dependent sea surface roughness.

755

756

757

758

759

760

761

drifters, in agreement with the results of the simplified wave-modified Ekman model of Sec.765

3. In the case of iSpheres, the second most important wave effect seems to be the wave-dependent766

sea surface roughness z0 (0.63±0.19) while for SVPs is the wave-dependent momentum flux767

(0.46±0.22), especially on the shelf.768

The visual inspection of the simulated trajectories may help to better understand the dy-772

namical impact of each wave-current interaction. Figure 11 presents four examples of drifter773

tracks simulations from CTR (in light-blue), CPL (in red), CSF (in green), TOC (in yellow)774

and WSR (in violet) Lagrangian experiments representative of iSpheres and SVPs in open ocean775

and on-shelf conditions.776

In the case of the on-shelf iSphere (see Fig.11a), the TOC trajectory is slightly faster777

than the CTR one, indicating that τττocn is generally larger than τττatm but to a small extent. At778

the same time, the WSR virtual drifter is significantly slower than the CTR: in the uncoupled779

simulation Hs is underestimated (see Fig.8b), resulting in a smaller z0, reduced vertical shear780

and consequently increased surface currents, in agreement with the findings of Carniel et al.781

[2009]. The CPL and CSF trajectories are very similar, confirming the supremacy of the Coriolis-782

Stokes force.783

Conversely, in the open ocean iSphere case (see Fig.11c) both TOC and WSR drifters784

are slower than the CTR one, indicating that τττocn < τττatm and z0 is larger when computed by785

the wave model, respectively. However, the CPL trajectory seems to be an hybrid between both786

CSF and WSR tracks, confirming the leading role of both wave effects in the open ocean as787

found in Tab.7.788

SVP drifters seem to be affected by the same dynamics of surface drifting buoys, although789

with some differences. In the case of the on-shelf SVP drifter (see Fig.11b), the wave-modulated790

water-side stress τττocn seems to dominate the wave-dependent z0 (CPL and TOC virtual drifters791

show very similar velocity) while for the open ocean SVP (see Fig.11d) the CPL drifter seems792

to follow a path very similar to the CSF one but with slightly slower speed as in the TOC sim-793

ulation. As one can expect, SVPs simulations are less impacted by the sea-state modulated z0,794

indicating that this wave-related process might be less important for the sub-surface circula-795

tions.796

Numerical results show that the wave-dependent momentum flux might have quite an797

important impact on the accuracy of numerical SVP trajectories. The resolution of the verti-798

cal grid near the surface plays an important role in the propagation of the momentum from799

the atmosphere down into the water column (e.g., Carniel et al. [2009]). If the model verti-800
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Figure 11. Simulated trajectories from CTR (in light-blue), CPL (in red), CSF (in green), TOC (in yellow)

and WSR (in violet) Lagrangian experiments representative of open ocean and on-shelf iSphere and SVP

drifters.

769

770

771

cal grid is too coarse, the shear of the Ekman current might be overestimated, resulting in a801

too weak modelled sub-surface circulation. Assuming that AMM15 vertical discretization is802

lacking the required resolution near the surface could explain why SVP simulations have gen-803

erally lower skill score (< 0.5). AMM15-ocean uses 51 s-levels with a constant thickness of804

1m for the uppermost grid cell in areas where the depth is larger than 50 m [Siddorn and Furner,805

2013]. Research activities are ongoing for improving the vertical resolution of this model, tak-806

ing into consideration also this aspect [Bruciaferri et al., 2021]. However, the type of verti-807

cal discretization impacts the accuracy of a wide range of physical processes reproduced by808

an ocean model and the choice of the vertical grid is not an easy task and must be pursued809

very carefully (e.g. Siddorn and Furner [2013]; Bruciaferri et al. [2018, 2020]).810

4.4 Physical processes driving surface drifters during storms811

The aim of this Section is to obtain further insights about some of the details underpin-812

ning the physical mechanisms driving the transport of open ocean and on-shelf drifters dur-813

ing the storms. We explore and discuss the time-series of a number of diagnostics computed814

along the observed track of a couple of iSpheres chosen to represent open ocean and on-shelf815

conditions. The analysis is conducted only for surface drifters since the results of Sec.4.1 in-816

dicated that SVPs simulation might be affected by inaccuracies not related with ocean-wave817

coupling.818

The open ocean case considers the iSphere trajectory presented in Fig.11c. During the825

storm, the drifter is primarily transported by the Stokes drift, as showed by the time-series of826

the along-track ocean and wave-induced currents speed from CTR and CPL trials presented827

in Fig.12a. In addition, Fig.12b reveals that residual currents are the second most important828

forcing while the high frequency flow ũuu represents the minor transport process.829
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Figure 12. Diagnostics computed along the observed iSphere track shown in Fig.11c representing deep

water conditions. Time-series of a) CTR (light-blue) and CPL(red) ocean currents and Stokes drift (yellow)

speed; b) CTR and CPL ut,ctr (black) and ut,cpl (grey) tidal currents and ur,ctr (violet) and ur,cpl (magenta)

residual currents; c) 3 hourly ECMWF wind speed (green) and τocnτ
−1
atm ratio (blue); d) wind (green), high fre-

quency ũctr (black) and ũcpl (grey) and residual ur,ctr (violet) and ur,cpl (magenta) vector directions; veering

θur of ur,cpl with respect to ur,ctr (red) and ds d−1
e ratio (blue).

819

820

821

822

823

824

Time-series of along-track CTR and CPL residual currents speed (Fig.12b, violet and830

magenta lines respectively) seems to correlate quite well with the along-track wind speed time-831

series (Fig.12c, green line), indicating that wind-driven currents might represent the dominant832

component of the residual circulation. The time evolution of the differences between ur,ctr and833

ur,cpl signals and the time-series of τocnτ
−1
atm ratio (Fig.12c, blue line) seem to confirm this: from834

29 January, ≈ 10 : 00am to 30 January, ≈ 6 : 00am the drifter track is affected by high wind835

speeds (U10 > 16 m s−1), τocn < τatm and consequently ur,ctr > ur,cpl . After, the wind speed836

decreases to values below 12 m s−1, τocn≈ τatm and the differences between ur,ctr and ur,cpl837

seem less related to the wind dynamics, suggesting the weakening of the wind-driven com-838

ponent of the residual circulation.839

Figure 12d presents time-series of wind, residual and high frequency currents vector di-840

rections. During the high-wind period, residual vectors are consistently to the right of the wind841

direction (see violet and magenta vectors with respect to green arrows), as from the classical842

Ekman theory for the wind-driven circulation. In addition, CPL residual currents present a con-843

sistent clockwise additional veering of 5−15◦ with respect to CTR currents (see red line of844

Fig.12e), in agreement with the storm modified Ekman model of Sec.3. When the wind de-845

creases, the wind-driven circulation weakens, as shown by the high variability of the veering846

θur (see violet and magenta vectors in Fig.12d and red line in Fig.12e). In the open ocean, the847

high frequency flow ũuu includes both tidal and inertial currents, as shown in Fig. 8 (note that848

the location of the open ocean drifter trajectory analysed in this section is very close to the849

S1 station of Fig. 8). Therefore, differences in direction between CTR and CPL ũuu (grey and850

black vectors in Fig.12d) are probably due to the effects of coupling on the mesoscale dynam-851

ics. During the high-wind phase the ratio ds d−1
e oscillates around 0.35 while in the low-wind852

phase grows up to 0.60 (see blue line in Fig.12e): in this case the diagnostic ds d−1
e seems to853

be controlled more by the dynamics of the wind-driven circulation (i.e., the Ekman scale) than854

the Coriolis-Stokes force (i.e., the Stokes depth).855
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Figure 13. Diagnostics computed along the observed iSphere track shown in Fig.11a representing on-shelf

conditions. Time-series of a) CTR (light-blue) and CPL(red) ocean currents and Stokes drift (yellow) speed;

b) CTR and CPL ut,ctr (black) and ut,cpl (grey) tidal currents and ur,ctr (violet) and ur,cpl (magenta) residual

currents; c) 3 hourly ECMWF wind speed (green) and τocnτ
−1
atm ratio (blue); d) wind (green), high frequency

ũctr (black) and ũcpl (grey) and residual ur,ctr (violet) and ur,cpl (magenta) vector directions; veering θur of

ur,cpl with respect to ur,ctr (red) and ds d−1
e ratio (blue).

856

857

858

859

860

861

For the on-shelf scenario we chose the iSphere track presented in Fig.11a. On the shelf,862

the high frequency flow ũuu includes mainly tidal currents (see Fig. 8). Figures 13a,b show that863

the on-shelf drifter is prevalently transported by tidal currents while the Stokes drift and the864

residual flow represent the second and third forcing, respectively. High wind speeds (U10 >865

13 m s−1) affect the on-shelf track on 29 January from ≈ 3 : 00am to ≈ 9 : 00pm, while wind866

speeds drop to less than ≈ 10 m s−1 during the second part of the trajectory (see green line867

in Fig.13c). Differences between CPL and CTR total currents speed time-series (Fig.13a, red868

and light-blue lines, respectively) show a periodic pattern which suggests an interplay between869

tides and wave feedbacks on the ocean currents. Figure 13d reveals the details of this inter-870

action: CPL residual currents present an additional clockwise veering relative to the CTR field871

due to the Coriolis-Stokes acceleration which affects the vector sum with the tidal circulation,872

with the final result of modulating the magnitude of total currents.873

The additional veering θur of CPL residual currents is consistently positive along the en-874

tire track, with values around 20−30◦ (see red line in Fig.13e): during the low-wind phase875

the Coriolis-Stokes force is probably acting on wind-driven inertial oscillations triggered by876

the wind drop at the end of 29 January. The time-series of dsd−1
e (blue line of Fig.13e) shows877

slightly larger values during the low-wind wave-decaying phase.878

5 Discussion879

The results of Sec. 4 indicated that improvements in the average skill score of iSphere880

and SVP Lagrangian simulations due to wave feedbacks on the ocean currents are larger on881

the shelf than in the open ocean. Our analysis indicates that several physical mechanism re-882

lated to the contrasting dynamical regime of deep ocean and shallow marine environments might883

contribute to this result (see for example Bruciaferri [2020] and references therein for a re-884

view of physical and numerical challenges characterising shelf seas dynamics).885
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Figure 14. Sketch describing the main mechanisms relating wind-driven circulation, tidal currents and

wave feedbacks on the ocean momentum budget in the open ocean (a) and on the shelf (b). The grey-blue

thick arrows represent tides, while the green-blue curved arrows describe sheared wind-driven currents. Wave

feedbacks are indicated with a plus or minus, while their final effect on the ocean currents (magnitude |uuu| or

direction θur ) is explained by the vertical arrows in the boxes. Also, z0 is the roughness length, ds the Stokes’

depth, de the Ekman scale while τττatm and τττocn are the air- and water-side stresses, respectively. See the text

for a detail description of the processes.
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915

916
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918

919

For example, Fig. 7 and 9a indicate that, during our storms, deep ocean and shelf ar-886

eas might be affected by wind-waves at different stages of wave-growth: in the open ocean,887

we might be in the presence of younger growing waves where part of the atmospheric stress888

is transferred to the rapidly developing wave field reducing the water-side momentum flux while889

in shelf areas more developed decaying waves may tend to release momentum into the ocean890

increasing the water-side stress.891

In addition, Fig. 9b clearly shows that in the presence of severe sea-states the Hs cal-892

culated by the wave model is consistently larger than the one estimated from the wind speed,893

resulting always in a larger z0 both off- and on-shelf.894

Combining the findings of Fig. 9a, 9b and 9c suggest that off-shelf the sea state con-895

trolled τττocn and z0 might cooperate to reduce the strength of the ocean currents uuu while on896

the shelf they might counteract each other resulting in a ucpl more similar to uctr. The same897

mechanism seem to be confirmed by the simulations of Sec. 4.3. In the case of the on-shelf898

drifter (Fig.11a), the virtual drifter is slower in the CPL simulation than in the CTR one, in-899

dicating that the sea-state controlled z0 prevails on the wave-dependent stress τττocn. Conversely,900

in the open ocean case (Fig.11c), both τττocn and z0 wave feedbacks cooperate to reduce the mag-901

nitude of the surface currents. Similarly, the analysis of Fig. 13 shows that while τocnτ
−1
atm time-902

series correlates quite well with the wind speed signal − i.e., τocn ≤ τatm (τocn > τatm) dur-903

ing the high-wind (low-wind) phase − CTR and CPL residual currents present very small dif-904

ferences in magnitude during the entire track. This is probably an indication of the compe-905

tition between the wave-dependent τocn and z0, especially during the low-wind phase.906

The results of Fig. 9d seem to indicate that the findings of the simplified storm-modified907

Ekman model presented in Sec. 3 might apply also to our more realistic scenario: in shallow908

areas, the Coriolis-Stokes forcing appears to affect a larger portion of the Ekman depth with909

CPL residual currents presenting a consistent positive veering with respect to the CTR resid-910

ual flow; conversely, in the open ocean ds tend to be shallower and 〈θur〉 shows larger vari-911

ability, suggesting a weaker impact of the CSF term.912
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Finally, the analysis presented in Fig. 8 and Sec. 4.4 showed that the three wave feed-920

backs included in the FOAM-AMM15 coupled system mainly impact the wind-driven meso-921

scale circulation while it has practically not direct effect on the tidal dynamics, especially on922

the shelf. However, Fig. 13 revealed also that net on-shelf circulation is importantly modu-923

lated by the interaction between the strong tidal flow and the wave-modified wind-induced cur-924

rents.925

Figure 14 summarises the main mechanisms involving wind-driven circulation, tidal cur-926

rents and wave feedbacks on the ocean momentum budget in the open ocean (a) and on the927

shelf (b) during the storms considered in our study.928

In general, the open ocean is impacted by younger shorter waves (see Fig.14a). Two main929

consequences follow from this: i) part of the atmospheric stress is extracted by the rapidly grow-930

ing wave field, reducing on average the momentum flux into the ocean τττocn; ii) the importance931

of the Stokes’ depth scale ds with respect to the Ekman depth de is generally decreased, mak-932

ing the Coriolis-Stokes veering θur less pronounced than on the shelf. When the reduced τττocn933

combines with the constantly larger z0, the result is that both wave effects generally act in syn-934

ergy to slow down ocean currents. In addition, tidal currents are also weak off-shelf, making935

the interactions between waves, tides and residual circulation less important as well.936

On the shelf (see Fig.14b), wind-waves are generally more mature than in the open ocean,937

resulting in i) net outflux of momentum from waves into the ocean (i.e., τττocn > τττatm, and ii)938

relatively larger ds d−1
e ratio with increased and more consistent Coriolis-Stokes veering θur .939

In this case, the increased momentum flux into the ocean τττocn and the larger roughness length940

z0 seem to compete one against another, resulting in almost vanishing their mutual impacts941

on the ocean currents strength. Shallow areas are affected also by very strong tidal currents,942

making the interactions between waves, tides and residual circulation a leading order process.943

6 Conclusions944

In this study, we assess and analyse the impact of including three wave-dependent pro-945

cesses in the momentum equation solved by the ocean model of the Met Office ocean-wave946

forecasting system of the NWS. Our focus is on the accuracy of the simulated upper ocean947

circulation in the presence of severe sea-states. The analysis is conducted using upper ocean948

velocities produced by various versions of the NWS forecasting system differing only in the949

level of ocean-wave coupling to simulate the trajectories of a number of drifters affected by950

four Atlantic storms occurred in winter 2016.951

Sensitivity experiments showed that, regardless the level of coupling, including the wind952

drag velocity in the Lagrangian transport equation allows the improvement of numerical tracks’953

accuracy in the open ocean while significantly degrades the results in shallow areas. Assess-954

ment against independent observations indicated that one reason that improvements are not ev-955

ident on the shelf might be the inaccuracies affecting wind model data in shelf and coastal ar-956

eas, in agreement with other studies (e.g. Christakos et al. [2020]).957

Lagrangian experiments to assess the benefit of ocean-wave coupling showed that, in the958

presence of extreme events, using forcing data from a fully coupled system allows to improve959

the skill of the numerical drifter trajectories by ≈ 4%. In addition, results showed that improve-960

ments are comparable for both iSphere and SVP drifters, suggesting that, during storms, the961

three wave-related processes included in the NWS coupled system might extend below the sur-962

face and impact a larger part of the upper ocean.963

Ocean-wave coupling primarily impacts ocean currents, improving the accuracy of the964

predicted surface dynamics by ≈ 4% in the open ocean and ≈ 8% on the shelf. Our analy-965

sis showed that this is probably a consequence of the contrasting dynamical regimes charac-966

terizing deep and shallow marine environments, with stronger tidal currents, a more vigorous967
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wind-driven circulation and a more pronounced Coriolis-Stokes veering on the shelf than in968

the open ocean.969

Numerical results indicated that the Coriolis-Stokes force is the dominant wave-current970

interaction during storm events, both off- and on-shelf. In addition, we found that in the case971

of surface iSpheres, the second most important wave effect is the wave-dependent sea surface972

roughness while for 15 m drogued SVP drifters is the wave modified water-side stress.973

The impact of ocean-wave coupling on the Stokes drift seems to be not relevant in terms974

of skill score improvements. However, a more in depth analysis showed that the Stokes drift975

from a fully coupled system is deflected to be more aligned with the wind direction in com-976

parison with the one from the uncoupled system, in agreement with observations (e.g., Clarke977

and Van Gorder [2018]).978

All our ocean simulations parameterised the input of turbulence at the surface due to wave-979

breaking according to Craig and Banner [1994], with no sea-state feedback. Similarly, wave980

effects on the bottom friction were not considered. However, our experiments showed that, dur-981

ing extreme events, the sea surface roughness simulated by the coupled system is consistently982

enhanced with respect to the one parameterised by the stand-alone ocean model. This might983

indicate that including the input of wave-induced turbulence in the coupling strategy (both at984

the surface and the bottom, e.g. Staneva et al. [2016a]) may help to further improve the ac-985

curacy of the simulated upper ocean dynamics, especially in shallow areas.986

In the case of SVPs we found that, independently from ocean-wave coupling, simulated987

drifter trajectories are generally slower than the observed ones. This might be due to the in-988

ability of the ocean-wave modelling system to properly represent some storm-related physi-989

cal processes which may promote enhanced transport (e.g., drifters surfing large waves). Al-990

ternatively, slower wind-induced currents below the surface could also indicate that the ocean991

model is overestimating the vertical shear of Ekman circulation, for example due to a verti-992

cal grid which may discretize the upper ocean with not enough details.993

One possible limitation of this study is the number of observations: while with 49 satellite-994

tracked trajectories we are able to cover quite extensively the open ocean, drifters on the shelf995

are more scarce, especially in the North Sea.996

This study shows that coupled circulation-wave models may be fundamental for improv-997

ing our ability of predicting the transport and fate of particles and objects floating on the sea998

surface, with important practical implications for example for search and rescue activities or999

oil spill and plastic dispersal monitoring and control operations.1000

A: Algorithm to identify storm-affected trajectories1001

In order to identify the drifters trajectories which were affected by the four storms con-1002

sidered in this study, drifter observations from the CMEMS NWS in-situ product [Wehde et al.,1003

2021] dataset were pre-processed with the following algorithm.1004

For each drifter trajectories:1005

1. Consider the time window when each storm was recorded as active in winter 2016 on1006

the NWS (GERTRUDE: 29-30 January; HENRY: 1-2 February; IMOGEN: 8 February;1007

JAKE: 1-4 March);1008

2. Extend the identified time-window by adding the day after and before its limits;1009

3. Interpolate AMM15-wave Hs fields along the observed drifter trajectory during the iden-1010

tified time-window.1011

The result is a time-series of the Hs along each drifter trajectory during each storm. Then,1012

for each Hs time-series:1013
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1. Compute the peak as the record of the time-series where Hs >Hs99 [Masselink et al.,1014

2016], where Hs99 is the 1% exceedance Hs (i.e. the Hs with a value which is exceeded1015

in the time-series only 1% of the time);1016

2. Discard all the time-series presenting a Hs peak less than 6 m;1017

3. Compute the beginning (end) of the along-drifter storm as the record of the Hs time-1018

series occurred before (after) the peak of the storm which is nearest in time to the oc-1019

currence of the peak and with Hs <Hs30 (i.e. the Hs with a value which is exceeded1020

in the timeseries 70% of the time).1021

As an example, Fig. A.1 presents the Hs time-series along the trajectories of those drifters1022

identified by the algorithm for storm Henry.1023

Figure A.1. Time-series of along-track Hs for those drifters identified by our algorithm during storm Henry1024
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Ardhuin, F., L. Marié, N. Rascle, P. Forget, and A. Roland (2009), Observation and Es-1045

timation of Lagrangian, Stokes, and Eulerian Currents Induced by Wind and Waves1046

at the Sea Surface, Journal of Physical Oceanography, 39(11), 2820–2838, doi:1047

10.1175/2009JPO4169.1.1048

Ardhuin, F., E. Rogers, A. V. Babanin, J.-F. Filipot, R. Magne, A. Roland, A. van der1049

Westhuysen, P. Queffeulou, J.-M. Lefevre, L. Aouf, and F. Collard (2010), Semiem-1050

pirical Dissipation Source Functions for Ocean Waves. Part I: Definition, Calibra-1051

tion, and Validation, Journal of Physical Oceanography, 40(9), 1917–1941, doi:1052

10.1175/2010JPO4324.1.1053

Barron, C. N., L. F. Smedstad, J. M. Dastugue, and O. M. Smedstad (2007), Evaluation1054

of ocean models using observed and simulated drifter trajectories: Impact of sea sur-1055

face height on synthetic profiles for data assimilation, Journal of Geophysical Research,1056

112(C7), C07,019, doi:10.1029/2006JC003982.1057

Bidlot, J.-R., J.-G. Li, P. Wittmann, M. Faucher, H. Chen, J.-M. Lefevre, T. Bruns,1058

D. Greenslade, F. Ardhuin, N. Kohno, S. Park, and M. Gomez (2007), Inter-Comparison1059

of Operational Wave Forecasting Systems, in 10th International Workshop on Wave1060

Hindcasting and Forecasting and Coastal Hazard Symposium,North Shore,, Oahu,1061

Hawaii.1062

Breivik, Ø., and A. A. Allen (2008), An operational search and rescue model for the1063

Norwegian Sea and the North Sea, Journal of Marine Systems, 69(1-2), 99–113, doi:1064

10.1016/j.jmarsys.2007.02.010.1065

Breivik, Ø., A. A. Allen, C. Maisondieu, and M. Olagnon (2013), Advances in search and1066

rescue at sea, Ocean Dynamics, 63(1), 83–88, doi:10.1007/s10236-012-0581-1.1067

Breivik, Ø., P. A. E. M. Janssen, and J.-R. Bidlot (2014), Approximate Stokes Drift1068

Profiles in Deep Water, Journal of Physical Oceanography, 44(9), 2433–2445, doi:1069

10.1175/JPO-D-14-0020.1.1070

Breivik, Ø., K. Mogensen, J.-r. Bidlot, M. A. Balmaseda, and P. a. E. M. Janssen1071

(2015), Surface wave effects in the NEMO ocean model: Forced and coupled ex-1072

periments, Journal of Geophysical Research: Oceans, 120(4), 2973–2992, doi:1073

10.1002/2014JC010565.1074

Breivik, Ø., J.-R. Bidlot, and P. A. Janssen (2016), A Stokes drift approximation based on1075

the Phillips spectrum, Ocean Modelling, 100, 49–56, doi:10.1016/j.ocemod.2016.01.005.1076

Bruciaferri, D. (2020), Advanced Methods for Numerical Modelling of Regional Seas, Phd1077

dissertation, University of Plymouth, doi:http://hdl.handle.net/10026.1/15809.1078

Bruciaferri, D., G. I. Shapiro, and F. Wobus (2018), A multi-envelope vertical coordi-1079

nate system for numerical ocean modelling, Ocean Dynamics, 68(10), 1239–1258,1080

doi:10.1007/s10236-018-1189-x.1081

Bruciaferri, D., G. Shapiro, S. Stanichny, A. Zatsepin, T. Ezer, F. Wobus, X. Francis,1082

and D. Hilton (2020), The development of a 3D computational mesh to improve the1083

representation of dynamic processes: The Black Sea test case, Ocean Modelling, 146,1084

101,534, doi:10.1016/j.ocemod.2019.101534.1085

Bruciaferri, D., J. Harle, A. Wise, E. O’Dea, and J. Polton (2021), The impact of the1086

vertical discretization scheme on the accuracy of a model of the European north-west1087

shelf, in EGU General Assembly 2021, Vienna, Austria, doi:https://doi.org/10.5194/1088

egusphere-egu21-415.1089

Callies, U., N. Groll, J. Horstmann, H. Kapitza, H. Klein, S. Maßmann, and F. Schwicht-1090

enberg (2017), Surface drifters in the German Bight: model validation considering1091

windage and Stokes drift, Ocean Science, 13(5), 799–827, doi:10.5194/os-13-799-2017.1092

Carniel, S., J. C. Warner, J. Chiggiato, and M. Sclavo (2009), Investigating the impact1093

of surface wave breaking on modeling the trajectories of drifters in the northern1094

Adriatic Sea during a wind-storm event, Ocean Modelling, 30(2-3), 225–239, doi:1095

10.1016/j.ocemod.2009.07.001.1096

–33–



Christakos, K., B. R. Furevik, O. J. Aarnes, Ø. Breivik, L. Tuomi, and Ø. Byrkjedal1097

(2020), The importance of wind forcing in fjord wave modelling, Ocean Dynamics,1098

70(1), 57–75, doi:10.1007/s10236-019-01323-w.1099

Christensen, K., Ø. Breivik, K.-F. Dagestad, J. Röhrs, and B. Ward (2018), Short-Term1100
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