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Abstract

The field of Explainable AI (XAI) has focused primarily on algorithms that can help
explain decisions and classification and help understand whether a particular action
of an AI system is justified. These XAI algorithms provide a variety of means for
answering a number of questions human users might have about an AI. However,
explanation is also supported by non-algorithms: methods, tools, interfaces, and eval-
uations that might help develop or provide explanations for users, either on their
own or in company with algorithmic explanations. In this article, we introduce and
describe a small number of non-algorithms we have developed. These include several
sets of guidelines for methodological guidance about evaluating systems, including
both formative and summative evaluation (such as the self-explanation scorecard
and stakeholder playbook) and several concepts for generating explanations that can
augment or replace algorithmic XAI (such as the Discovery platform, Collabora-
tive XAI, and the Cognitive Tutorial). We will introduce and review several of these
example systems, and discuss how they might be useful in developing or improving
algorithmic explanations, or even providing complete and useful non-algorithmic
explanations of AI and ML systems.
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1 INTRODUCTION

The typical approach of eXplainable AI (XAI) research starts with two algorithms: one that performs some complex behavior (the
AI or ML system) and a second one designed to explain it to users or developers. We refer to this second system as algorithmic
XAI. Yet for any explanation system, there are likely to be many elements that support the explanation and understanding that
are not algorithmic1. Sometimes these are aspects of the interface or architecture2; sometimes these are methods for evaluating
the system and determining whether it is effective; sometimes they are tutorials, help documents, and even conversations among

†This is an example for title footnote.
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developers or users that help them understand the AI. We refer to these, generally, as non-algorithms, and the goal of this
article is to describe a number of approaches we have developed and implemented that focus on these non-algorithms for XAI.
With the extensive work on algorithmic XAI, some discussion of non-algorithmic explanation is useful because (1) substantial
aspects of explanation must be supported by non-algorithmic approaches; (2) non-algorithms might be valuable on their own
for augmenting existing and fielded AI systems without requiring re-engineering with explanation algorithms; and (3) current
algorithmic XAI systems may be made more powerful by using non-algorithms.

2 NON-ALGORITHMS FOR XAI

In Table 1, we identify some example XAI non-algorithms we have developed. One set of methods involves guidance for evalu-
ation, measurement, and validation of XAI systems. Unlike many AI systems which can be evaluated according to performance
measures (time, accuracy, efficiency) on an existing data set, true evaluation and validation of explanations need require with
human participants and end users.3,4,5 Our framework for measuring explanation effectiveness6 lays out a suite of measures
(including goodness criteria, satisfaction and trust, mental model knowledge, and performance) that can be applied once an
AI or XAI system has been developed. However, we have also identified a number of formative evaluation methods that can
be applied early during conceptualization and development without requiring in situ user evaluation, including measurement
according to explanation goodness,6 Stakeholder analysis,7 and the self-explanation scorecard.2 Using these methods, system
developers can themselves evaluate their XAI systems.
There are also non-algorithms that can be used to provide explanatory material, adumbrate AI-generated explanations, or

support the user’s sensemaking or self-explanation effort. These methods include a system we call the Discovery Platform, a
collaborative approach (CXAI) allowing users to explain things and help one another, and a systematic means of developing a
Cognitive Tutorial, which provides global explanations about a system for novice users.

3 EXAMPLE SYSTEMS

XAI non-algorithms are motivated by psychological research on self-explanation8, sensemaking9,10, naturalistic approaches
to explanation11, and other human-centered principles of XAI2,7. One central notion of this approach is that all explanation
involves self-explanation, in the motivated attempt to develop a satisfactory understanding. This contrasts with what seems to
have been the initial premise of the XAI movement that

1. The XAI would generate an explanation,

2. The explanation would be presented to the user,
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TABLE 1 Example non-algorithms for supporting explanation and development of XAI

Purpose Method Implemented Example
The design of explanations Mapping explanations to require-

ments
Stakeholder playbook guidance to tailoring algorithm-
generated explanations to needs of different stake-
holder roles.
Self-explanation scorecord to map XAI-generated
explanations on to user’s sensemaking requirements

Support for the explaining
process

Explanation as exploration The discovery platform to explore patterns, contrasts,
and edge cases

Explanation as collaboration CXAI (Collaborative XAI) to allow users to share
surprises, provide global explanations, and pose and
answer questions

Global explanation Cognitive tutorial leverages expert knowledge to pro-
vide global explanations and practice exercises

Rigorous experimental
evaluation

Methodological guidance Handbook of experimental design for rigorous assess-
ment of XAI systems with human users

Data analysis Methods for determining practical significance of eval-
uation experiment results

3. The user would understand it, and then

4. Performance, trust, and reliance would improve.

Rather than focusing on a single explanation algorithm, explanatory systems should empower users by giving them informa-
tion but also supporting interaction that allows them to form and refine explanations they need for their own goals.12 Next, wewill
focus on briefly describing the high-level motivations and implementation of several of the novel explanation non-algorithms
in Table 1.

3.1 Stakeholder Playbook

The initial focus of XAI was on explaining AI systems to end-users. The Stakeholder Playbook was created in recognition of the
possibility that various “stakeholders” would also need explanations, but also that different stakeholders would need different
kinds of explanations, depending on their roles and responsibilities. The purpose of the Playbook is to enable system developers to

appreciate the different ways in which stakeholders need to “look inside” of the AI/XAI system. For example, some stakeholders,
like end-users, might need to understand the boundary conditions of the system (its strengths and limitations). Programmanagers
might need to understand an AI/XAI system in a way that enables them to succinctly explain the system to other people. Leaders
of system development teams need to be able to develop appropriate optimism, informed by appropriate skepticism.
While interest in the stakeholder-dependence of explanations has burgeoned in the last few years, there have been only tentative

attempts to investigate the matter empirically. We conducted individual cognitive interviews with 18 experienced professionals
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concerning their interactions with AI systems. The group including program managers, developers, end-users, legal advocates,
and others. Participants were asked just a few questions, including: “What do you feel you need to know about an AI system in
order to properly exercise your responsibilities?” and “Can you briefly describe any experiences you have had with AI systems
where more knowledge would have helped?”
The interviews resulted in a number of surprises. One of the first surprises we encountered involved the demographics. All

the interviewees wore more than one “hat.” A given interviewee might make a comment pertinent from the perspective of the
system developer, but then make another comment that pertained to the explanation requirements of an end-user. Thus, it is
better to refer to roles instead of stakeholder types or groups. That said, we clustered responses according to the following “hats”:
jurisprudence specialists, system developers, system development team leaders, procurement or contracting officers, trainers,
system evaluators, and policy makers. The answers to the interview questions resulted in a great many discoveries. Here are just
three examples:

• Not everyone actually needs or wants an explanation. Only three of the participants spontaneously said that they want
explanations of how the AI works. Far more frequent were assertions about the explanation needs of stakeholders’ other
than themselves.

• Stakeholders are more likely to need to know about the data than about the AI system that processes the data. Understand-
ing the data the AI system uses would be more helpful than poking under the hood to examine the innards of the system.
They wanted to know what data were used to train the AI/ML. They want to know about any system biases.

• Sensemaking by exploration is of greater interest that prepared explanations. A number of participants commented about
how they preferred to manipulate (“poke around”) and explore the AI system behavior under different scenarios, to “get a
feel for it.” Stakeholders want to be provided with more examples of the AI encountering different situations. End-users
said that they would benefit from local explanations that are exploratory rather than discursive: The visualization of trade-
offs (e.g., in a scheduling algorithm) would support appropriate reliance and the capacity to anticipate conditions under
which anomalous events might occur and the recommendation may be misguided.

For each category we were able to distill explanation requirements. For example, trainers require access to a rich corpus
of cases, but especially “edge cases” that allow users to learn. This includes learning how to handle these cases, but also to
anticipate when the AI system is entering a brittle zone. For each category we were also able to distill some “cautions.” For
example, end-users often require access to the system development team to answer their questions (a requirement) but for end-
users, explanation is never a “one-off” — continuing explanation is required as the input data, the work system context, or the
operational environment change (a caution). The Stakeholder Playbook itself is a three-page document that can be provided upon
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request. The full technical report is also available and provides details of the method and results, including ample quotations
from the participants.

3.2 Self-Explanation Scorecard

Because all users must engage in self-explanation in order to develop an understanding of a system, the Self-Explanation Score-
card2 scorecard focuses on aspects of the information people use to explain complex systems to themselves and others. This
scorecard is useful for, among other things, early formative evaluation of an explanation concept. An XAI developer can evaluate
their envisioned system according to the following criteria:

1. Features. Does the XAI highlight importance of features used in a decision?

2. Successes. Does the XAI show examples of successful operation?

3. Mechanisms. Does the XAI describe mechanisms, rules, or architecture?

4. AI Reasoning. Does the XAI provide functional description of algorithms/processes?

5. Failures. Does the XAI show examples of failure?

6. Comparisons. Does the XAI allow user to compare conditions to draw causal inferences?

7. Diagnosis of failures. Does the XAI provide analysis of why failures occur?

The Scorecard helps developers identify the kinds of information that people find useful when generating and refining their
own understanding of a complex system2. Items earlier in the Scorecard list tend to be simpler, while later items are cognitively
more complex and offer deeper insights and require a deeper level of analysis. The intended use of the Scorecard is for developers
to self-assess their system early in the design process, and/or to determine whether (sometimes simple) interface or algorithm
changes might support higher levels of self-explanation.
The Scorecard can also be used to examine existing systems. To illustrate this, we have coded several published explainable

systems according to these criteria, with results that we show in Table 2. Two of the coauthors independently assessed the
systems on each dimension of the scorecard. After initial coding, four (out of 42) codes were in disagreement, representing a
Cohen’s � of .81. These cases of disagreement (marked with a±) were all situations in which both raters thought the explanation
was present in the paper, but one rater felt this explanation form was not generated by the XAI system itself, but rather by the
authors in support of scientific communication.
This issue was actually more pervasive than just these four cases of disagreement. For many of the explanation types coded

as not present in the system, the paper provided information that might be considered supporting the explanation, often by
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comparing different versions of models or examining ground truth that might not always be available. However, these were
not part of the XAI system itself. Thus, some algorithms can support numerous “depth of explanation” levels of explanation,

but these are often not presented to the system users. Rather, they are often reserved only the authors’ team and peers. This
represented much of the difficulty determining whether a particular level of self-explanation potential characterized some of the
systems. Multiple kinds of self-explanation can be supported by an XAI system, but these are not always exposed to the user,
and the Scorecard might be useful in identifying alternative ways to present information that might help users.

TABLE 2 Example non-algorithms for supporting explanation and development of XAI

XAI System 1. 2. 3. 4. 5. 6. 7.
Features Successes Mechanisms Reasoning Failures Comparisons Diagnoses

Bird classifier XAI13 + + - - - ± -
ANN-CBR Twin14 - - + ± + - -
Partial dependence15 + + - - + + -
BaobabView16 + + + + + - +
Deconvnet17 + + + - - - ±
GA2M18 + + + - - + -

Notes: Our understanding is that in subsequent refinements of the model in13, additional functions have been explored and
implemented as part of the explainable system, including levels 5 and 6.

3.3 The Discovery platform

This non-Algorithmic Method was developed to support the exploration of the behavior of an AI or XAI system, and thereby
satisfy some of the requirements of user self-explanation11. These include:

• Commonalities and patterns. Patterns allow user to understand typical cases.

• Exceptions. Understanding outliers, anomalies, and exceptions help user isolate and anticipate problematic cases.

• Failures. It should be easy to identify errors and mistakes

• Contrasts. Contrasting cases allow for easy comparisons, enabling counterfactual and causal reasoning.

• Confusions. Identifying high-confusion classes helps anticipate weakness areas of the system.

• Representations, instances, and examples. Thumbnails and examples should be visible and browseable.
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For an AI system that has a clear training and test corpus—typical for many image classifiers–there will be high-level patterns
of performance that cannot be revealed by the usual approach of providing a local justification (e.g., in the form of feature
highlighting19 or a heatmap.20)
The Discovery Platform concept was inspired by conversations we had with XAI system developers who had often browsed

hundreds or thousands of image cases of their own data set and discovered systematic problems and strengths with their system,
developing special-purpose browsers to help them debug and diagnose their system. Although these tools were developed for
internal purposes, they appear to support “explanatory debugging,”21,22 for a group of stakeholders, and resemble several existing
XAI systems16,18 with browseable interfaces that permit exploring data sets and decisions. We considered the functions these
support and implemented a general-purpose system that could be used to explore patterns in a variety of image classification
data sets.
We implemented a prototype of the Discovery platform using the R web interface shiny.1. The demonstration system uses

a simple image support vector machine (SVM) classifier on the MNIST hand-written digit data set23. We sampled 10,000 test
cases to produce a browseable data set on which the system achieved 50% accuracy (the SVM in actuality achieved an 89%
accuracy rate). The Discovery Platform provides an interface to select cases based on input class and classifier label, and to
sample 5-15 cases based on different simple criteria related to the system’s judged probability across outcome cases. One of the
panels in the Discovery Platform is shown in Figure 1.
We have evaluated the discovery platform informally, using three different image classifiers. The system appears to best sup-

port elements identifying patterns: common errors; highly confusable images that the system nevertheless identifies accurately,
and response biases. Thus, it tends to help generate questions about how the system is working rather than providing justifi-
cations. In addition, it has helped us identify and informally test the usefulness of verbal rules that can help a user understand
how the system is working (e.g., “when a 4 has a closed top, it is often mistaken for a 9”). It may also be useful coupled with
feature-highlighting functions that may provide more causal inforamation about how classifications are made.

3.4 Example: Collaborative XAI (CXAI)

Social Q&A (SQA) systems24 such as StackExchange have been demonstrated to be a class of non-algorithms that successfully
provide explanations for complex software systems. They enable a searchable and browseable database of questions that other
users can answer. Those answers can be up-voted to provide social credit to users, and benefit others who have similar questions.
We have developed a prototype SQA system focused on XAI which we refer to as Collaborative XAI or CXAI, shown in Figure
2), to explore the design and benefits of the explanations that could arise from a social Q&A platform.

1code available at https://github.com/stmueller/xai-discovery-platform

https://github.com/stmueller/xai-discovery-platform
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FIGURE 1 Screenshot of the “contrast explorer” pane of the discovery platform

Although commercial and public SQA sites could be used by XAI developers or users today, they have a number of limitations
that maymake an XAI-focused SQA platform attractive. The first is that general SQA sites lack of a community-focusedmission.
Other community-oriented social media platforms (such as discussion forums, discord sites, and subreddits) center on developing
a shared community. General SQA sites attempt to expand to a very general audience, and thus lose individual identity and
community. Second, general SQA sites are not focused on the known psychological elements of explaining AI. By developing
a custom SQA approach, we can incorporate elements that encourage posts based on explanation triggers, and support specific
explanatory responses. Finally, general SQA sites are almost necessarily work in isolation. A custom site can be more easily
integrated into an AI or XAI interface–with links back to specific cases in a database, and direct links from an explanation
interface to existing related posts in the CXAI system, or the ability to easily construct new posts based on cases.
Past uses of SQA suggest that CXAI may be useful in supporting either AI or XAI systems. Research has shown that users of

SQA systems are generally satisfied with the information,25 something that is not true for all explanation algorithms. In addition,
other features of SQA can help promote better explanations. For example, successful SQA platforms tend to develop an engaged
community and encourage participation via up-votes and bounties,26 and the best answers in a SQA platform have been shown
to correlate with the consistent participation of users.27 Next, one may worry that a collaborative explanation system will suffer
from having no authoritative answers. Yet successful SQA sites do not generally enlist professional or verified expert providing
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FIGURE 2 Screenshot of the CXAI system

good answers, and allow users to build a reputation within a particular question category and become known as an expert on the
site.24 They also allow users to vote on answers to collaboratively verify they are accurate. Thus, good explanations may surface
without the help of an authoritative expert. Another promising aspect of SQA is that, with a proper incentives and an engaged
user base, answers emerge quickly. One study28 showed that in an aggregate sample of over 3 million questions and 16 million
answers in Yahoo! Answers, 30% of questions received an answer within 5 minutes of submission and 92% received an answer
within an hour.

3.5 Example: Cognitive Tutorials for AI and XAI

Researchers in the field of XAI have been discussing the distinction between global and local explanation from the outset
(although the distinction can be traced to earlier work on causal reasoning). This distinction covers the scope or focus of the
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explanation–with “global” describing how the system architecture works in general (perhaps covering algorithms, training mate-
rials, specific sets of rules, and patterns of behavior), and “local” describing how a particular case was handled. Modern XAI
algorithms primarily deal with local explanations (or justifications). These make sense to computer scientists, and explain to
them why the system developers “did it that way.” They are also useful for trying to understand issues of fairness, justice, and to
identify remedies: a local explanation of why a loan was denied will hopefully let a developer understand if the denial stemmed
from something improper, and will help an applicant determine what they can do to improve their chances of approval. However,
sole reliance on local explanations is perhaps at odds with developing long-term general trust and understanding in the system,
because local explanations are myopic and analytical.
One method we have explored for producing global explanations is what we call a Cognitive Tutorial, which uses experiential

training in the form of a user guide about the cognitive operations of the AI29,30. The Cognitive Tutorial recognizes that users will
come to the AI with misconceptions about how it works–often assuming it works in the same way a human would31. However,
AI often succeeds and fails in unexpected ways. The goal of the cognitive tutorial is to use experiential training to help the user
understand the competence boundaries of the system–along dimensions that include modeling/representation, algorithms, data,
and output/visualization.
We have developed a Cognitive Tutorial Authoring Guide, available from the authors on request. This guide details the

specific steps and procedures for identifying learning objectives and implementing several kinds of learning modules, including:
How to Use It, How to Use It Improperly, Common Misconceptions, Novel Problems, Forced-choice decisions, and Decision
rule learning. Critical pedagogical methods we explore include showing the user both success and failure modes, creating a
“counterfactual sequence” that illustrates how a increasing small change to a larger change in input features will change the
outcome, and the use of examples to reinforce and learn rules of thumb about AI system performance.
We believe that a tutorial can provide an important initial exposure to an AI system. Although it involves extensive human

involvement, it may ultimately provide a better or faster learning path than typical algorithmic approaches that do not attempt to
teach the user general patterns, and instead focus on justifying specific decisions. We have found that many approaches explored
in algorithmic XAI can be useful in helping design and implement tutorial-based training.

4 CONCLUSION

The combination of Algorithmic and Non-algorithmic approaches to XAI is likely to be far more successful that any purely
Algorithmic approach. In general, our non-algorithms do not replace algorithms, but complement them and help provide missing
information, help suggest gaps and missing information, and help communicate high-level actionable information to users.



Mueller ET AL. 11

This derives from the psychology of explanation: explanation as an exploratory and collaborative process for ensuring that AI
technology is part of an understandable, learnable, usable, and useful human-machine work system.
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