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ABSTRACT 29 

1. A life history strategy, the collection of actions, timings and characteristics individuals 30 

employ to optimize fitness, represents the evolutionary answer to a species’ ecological 31 

problems. From the fatally reproductive salmon to the seemingly immortal jellyfish 32 

Turritopsis dohrnii, different species have found vastly different answers to their 33 

ecological problems, generating the vast suite of life histories observed across the animal 34 

kingdom. To explain this variation, life history theorists have generated and tested specific 35 

hypotheses to describe this variance and define what drives it. 36 

2. Since Stearns (1992) and Roff (2002), animal life history evolution has pushed new 37 

frontiers. Specifically, insights from theoretical modelling, experiments, fieldwork and 38 

comparative studies have elucidated: how to describe life histories, what drives variance in 39 

life histories and what are the mechanisms that underlie life history traits. However, despite 40 

this progress, gaps in knowledge still remain. 41 

3. In turn, here we review current perspectives, developed over the past 20 years, that support 42 

much of life history research today. These perspectives include: (1) the two-axes 43 

framework to describe life histories across taxa, (2) three different types of variance that 44 

impact life history evolution (i.e., variance within time-steps, across time-steps and 45 

variance in life history outcomes) and (3) the utility of integrating ultimate and proximate 46 

modes of research to understand life history evolution. Subsequently, we outline future 47 

directions that represent new frontiers in animal life history evolution. These future 48 

directions are targeted at specific gaps in knowledge that offer timely insights for the 49 

broader ecology and evolutionary biology community: (1) where does selection act in a 50 
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life history, (2) a new representation of life histories in variable environments and (3) 51 

dealing with time in life history evolution. 52 

4. In summary, this review provides a holistic perspective (from molecules to selection 53 

gradients) on how life histories are studied and why life history research requires 54 

interdisciplinarity. The further discussion of current perspectives and future directions 55 

provides a cross-section of animal life history research today: where we are, how we got 56 

here and where we are likely heading. 57 

 58 

INTRODUCTION 59 

Life history theory is a field of research focused on describing the rich diversity of strategies 60 

species use to pass their genes across generations. Specifically, a life history is the sequence of 61 

events and timings in an individual’s lifespan, governed by underlying vital rates (e.g., survival, 62 

growth, reproduction), that contribute to both individual fitness and broader population dynamics 63 

(Roff, 2002; Stearns, 1992). Such events and timings that constitute a life history are referred to 64 

as life history traits – here defined as phenotypes constructed from vital rates that describe fitness 65 

components (e.g., generation time, expected lifespan and lifetime reproductive output). 66 

Collectively, these life history traits are often referred to as a life history strategy – the combination 67 

of life history traits that has evolved for the population to persist.  68 

Across the animal kingdom, there is enormous variation in life history strategies (Jones et 69 

al., 2014). The Greenland shark takes a protracted period of 150 years to eventually reach sexual 70 

maturity (Nielsen et al., 2016). The aphid Rhopalosiphum prunifolia condenses the time it takes 71 

for necessary resource acquisition, development and reproductive output to have a generation time 72 
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of just 4.7 days (at 25°C; Noda, 1960). The Chinook salmon populations that support coastal 73 

ecosystems and economies on the west coast of North America take the perilous journey upstream 74 

to reproduce and immediately perish in the waters they struggled so hard to reach (Groot & 75 

Margolis, 1991). This broad heterogeneity in animal life histories has pushed researchers to 76 

explain: (1) how we can describe these differences, and (2) what drives their evolution in a 77 

changing world. 78 

Animal life history research is highly interdisciplinary. For example, imagine four 79 

researchers from different fields that are interested in studying the life history of “man’s best 80 

friend” (i.e., the dog, Fig. 1). The comparative demographer may be interested in characterizing 81 

the major axes of variance in life history strategies across all dog breeds (Healy et al., 2019; 82 

Salguero-Gómez et al., 2017). The evolutionary biologist may be interested in characterizing life 83 

history trade-offs (i.e., negative covariances between life history traits) individual dog breeds 84 

exhibit in response to different diets (Stearns, 1989; Zera & Harshman, 2001; Zera & Zhao, 2006). 85 

The organismal biologist may be interested in the genetic, cellular and physiological pathways that 86 

initiate the timings associated with life history traits (e.g., age at sexual maturity) (Jimenez, 2016). 87 

The population ecologist may be interested in characterizing the sources of variation (e.g., genetic, 88 

environmental, luck) in life history traits within a population (Careau et al., 2010). All these 89 

research programmes, whilst completely within the interdisciplinary field of life history theory, 90 

test very different hypotheses using very different methods Hence, over the past twenty years, 91 

researchers have pushed new frontiers and posed new questions from a variety of different 92 

approaches.  93 

 94 
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 95 

Figure 1. The many ways to study life histories. Here, we outline four distinct strategies to study 96 
the life histories of dogs. (a) Comparative demography may involve using dimension reduction 97 

methods (e.g., phylogenetically controlled principal component analyses (Revell, 2009)) to 98 
identify the primary axes of dog life history variation. (b) Evolutionary biology may involve 99 

identifying the causes and constraints that lead to life history trait covariances (e.g., how diet can 100 
alter the presence of trade-offs). (c) Organismal biology may involve studying the physiological 101 
pathways (e.g., insulin/insulin-like growth factor signalling (Jimenez, 2016)) that mediate the 102 

generation of life history traits. (d) Population ecology may involve partitioning the variance in 103 
life history traits by their contributions from genes, the environment and their interaction. 104 

 105 

Life history theory can greatly benefit from an integration of the different approaches 106 

researchers use to study animal life history evolution. To aid this integration, here we review 107 

current-perspectives and future directions in life history theory from across ecology and evolution. 108 

The current perspectives outlined in this paper represent step changes in thinking in life history 109 

research since Stearns (1992) and Roff (2002). Subsequently, we discuss future directions that 110 
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represent new frontiers for life history researchers to explore, and potentially generate new 111 

perspectives in the years to come. 112 

 113 

CURRENT PERSPECTIVES 114 

Here, we outline current perspectives in animal life history research that have progressed 115 

significantly in the past 20 years. Whilst not exhaustive, these three sections act as a primer 116 

summarizing research programmes that have pushed the field forward and bolster much of life 117 

history research today.  These sections progressively zoom in, in terms of scale, on recent findings 118 

in life history research: from comparative approaches across species, to variance decomposition 119 

approaches within species to the drivers of individual life history traits. 120 

 121 

Describing life histories across the animal kingdom 122 

Ecologists have long been interested in answering the question, how do life histories differ? The 123 

first attempt to characterize life histories was Robert MacArthur and E. O. Wilson’s r vs. K-124 

continuum (MacArthur & Wilson, 1967). Built on the logistic growth equation (
𝑑𝑁

𝑑𝑡
= 𝑟𝑁 (

𝐾−𝑁

𝐾
)), 125 

the r vs. K-continuum differentiates life histories based on the term under strongest selection; 126 

notably, this was also swiftly connected to the observation of survivorship curves which were also 127 

first formulated at this time (Van Valen, 1973). Whilst generalizable across taxa, the r vs. K-128 

continuum does not account for major life history traits and their tendency to covary. For example, 129 

generation time, mean life expectancy and age at sexual maturity vary greatly across the animal 130 

kingdom (from the aphid to the Greenland shark) and, furthermore, covary to a significant degree 131 
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– to the degree of becoming a syndrome. As a consequence, the second attempt to characterize life 132 

histories came when Stephen Stearns framed life history variation in terms of a pace-of-life 133 

syndrome (Stearns, 1983). Some life histories are slow (long generation time, higher mean life 134 

expectancy and later age at sexual maturity) whilst others are fast (short generation time, lower 135 

mean life expectancy and earlier age at sexual maturity). Until recently, this fast-slow continuum 136 

was the primary method to explain the variation in life histories across the animal kingdom. 137 

Currently, animal life histories are characterized across two axes of life history variation. To 138 

empirically quantify the primary axes of life history variation in animals, Healy et al. (2018) used 139 

a body mass and phylogenetically corrected principal component analysis (PCA) of life history 140 

traits from 121 species. This PCA identified two axes that collectively explain 71% of the variance 141 

in life history traits. These axes include pace-of-life syndrome and the distribution of age-specific 142 

reproduction and mortality – this follows Salguero-Gómez et al. (2017) finding a similar pattern 143 

in plants. Identifying these two axes of animal life history variation was immediately impactful for 144 

two reasons. First, this result shows that the distribution of demographic processes, such as survival 145 

and reproduction, is orthogonal to pace-of-life syndrome. Therefore, selection for the evenness 146 

(e.g., constant survival, iteroparity) or skew (e.g., varied survival, semelparity) of demographic 147 

rates across a life history can arise in both slow and fast life histories. Second, this result connects 148 

directly to the Euler-Lotka equation (1 = ∑ 𝜆−𝑥𝑙𝑥𝑚𝑥
𝜔
𝑥=1 ), another fundamental equation in 149 

demography, which defines survivorship (𝑙𝑥) and reproduction (𝑚𝑥) as vectors that constrain the 150 

mathematical space of possible life histories. 151 

 After Healy et al. (2018), the two-axes framework for animal life histories has fostered new 152 

findings. Some examples include:  153 
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1. The sensitivity and resilience of a population to temporal autocorrelation and demographic 154 

disturbance is strongly correlated with pace-of-life syndrome (temporal autocorrelation: 155 

Paniw et al., 2018; demographic disturbance: Capdevila et al., 2022). 156 

2. Both terrestrial and aquatic life histories inhabit the same two-axes of life history variation, 157 

but with key differences in their diversity (Capdevila et al., 2020).  158 

3. Populations can harbour high degrees of interindividual life history variation that differ 159 

across species whilst allowing for high intraspecific variation not described by the axes (Van 160 

De Walle et al., 2023).  161 

4. The two-axes framework aids in predicting the conservation status of various species in 162 

response to anthropogenic disturbance and climate change (Indo-Pacific fishes: Wang et al., 163 

2020; chelonians and crocodilians: Rodríguez-Caro et al., 2023; the gray mouse lemur: 164 

Ozgul et al., 2023). 165 

 166 

Whilst these findings have made new connections between life history theory and multiple areas 167 

of ecology, the two-axes framework is not without its flaws. The two-axes framework of animal 168 

life histories is data and, more specifically, model hungry. To perform the analysis, life history 169 

traits from across the animal kingdom must be derived. The life history traits are often derived 170 

from structured population models – many of which are stored in open-access databases 171 

(Jasilioniene et al., 2015; Levin et al., 2022; Marques et al., 2018; Salguero-Gómez et al., 2016; 172 

Wilmoth et al., 2007). Whilst these models sometimes contain errors (Che-Castaldo et al., 2020; 173 

Gascoigne, Rolph, et al., 2023; Kendall et al., 2019), there has been a push for standardizing 174 

research practices around the dissemination of models (Gascoigne, Rolph, et al., 2023; Simmonds 175 

& Jones, 2023). Thankfully, there has also been a recent push for standardizing the traits used 176 

within the two-axes framework (Stott et al., 2023). This standardization, across model 177 

construction, communication and the comparative inference drawn from them, represents a 178 
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necessary next step for reproducibility in research using the two-axes framework (Salguero-Gómez 179 

et al., 2021). 180 

 181 

Characterizing variance in life histories within populations 182 

Life histories are not static. Yet, much of the canonical life history literature, from Pearl (1925) to 183 

Charlesworth (1994), and the comparative approaches detailed above have focused on the 184 

expression of average life histories in populations. Currently, the exploration of variance in life 185 

histories within a population is just as, if not more, exciting and relevant to understand life histories 186 

in a changing world. 187 

 Variance in life histories can take many different forms. Variance may arise by relatively 188 

complicated mechanisms such as strength of frequency dependence on demographic processes 189 

(Potter et al., 2023) or heterogeneity in parental care in a population (Pape Møller & Thornhill, 190 

1998). However, the emergent variance in life histories can be simply categorized into three types: 191 

variance within time-steps, variance across time-steps and variance in life history outcomes (e.g., 192 

lifespan, reproductive output). 193 

 Variance within time-steps alludes to the heterogeneity within a population at time t. This 194 

heterogeneity, also called individual variability, may arise due to life history explicit factors. For 195 

example, individuals in a population may vary by genotype, sex, ontogenetically (e.g., juvenile or 196 

adult), by a separate state (e.g., dormancy or dispersal) or by strategy (e.g., sneakers vs. guarders 197 

in Onthophagus beetles: Emlen, 1997). This heterogeneity is necessary to understand the relative 198 

fitness of individuals in a population. To quantify this relative fitness, researchers often use 199 

reproductive value: the discounted contribution of an individual to future offspring (for a thorough 200 
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explanation, see: Barton & Etheridge, 2011 and Grafen, 2006). Using reproductive value, 201 

researchers are able to build hypotheses as to the evolution of life history strategies in structured 202 

populations (e.g., senescence in age-structured populations (Newton & Rothery, 1997; Roper et 203 

al., 2021), the evolution of sociality (Roper et al., 2023), bet-hedging (Grafen, 1999) and parasitism 204 

(Andersson, 2017)). 205 

 Variance across time-steps, often called environmental stochasticity, refers to the 206 

difference in life history outcomes over time (e.g., from time t to t+1). To illustrate this concept, 207 

imagine a researcher interested in modelling the life histories of a charismatic opossum population 208 

in the Brazilian rainforest (Kajin et al., 2008). In year t, the opossum population is exposed to a 209 

favourable environment full of resources and habitat. As a consequence, at time t, individuals with 210 

a large body size and reproductive capacity had a relatively higher fitness than smaller individuals 211 

with delayed age at sexual maturity. However, in year t+1, a fire passes through the rainforest 212 

reducing habitat area and resource availability. In turn, at time t+1, smaller individuals that were 213 

able to delay their age at sexual maturity, and not reproduce during the fire, were able to 214 

disproportionately contribute to the new offspring – and thereby have a higher fitness that their 215 

larger conspecifics. This switch between the relative fitness of life history strategies across 216 

timesteps poses a problem to the researcher who asks: “Which life history is characteristic of the 217 

population?” The truth is, both are. To study life histories in response to environmental 218 

stochasticity, researchers often use the tools of stochastic demography (Tuljapurkar, 1990). This 219 

set of tools allows researchers to quantify the impact of variance across timesteps on life histories. 220 

Using these tools, researchers have identified the demographic mechanisms that drive the 221 

emergence of life history strategies – some of whom were previously thought non-adaptive (e.g., 222 

Jongejans et al., 2010; Koons et al., 2008, 2009; Tuljapurkar, Gaillard, et al., 2009).  223 
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 Variance in life history outcomes is a relatively new area of study within life history 224 

evolution. Researchers in this field are interested in quantifying (1) the variance in life history 225 

outcomes and (2) what drives this variance. To quantify the variance in life history outcomes, 226 

researchers use structured population models to calculate the expected variance in a life history 227 

outcome given a set of demographic processes. This variance is often referred to as dynamic 228 

heterogeneity (Tuljapurkar, Steiner, et al., 2009) or individual stochasticity (Caswell, 2009), but 229 

confusion about definitions exists (Forsythe et al., 2021). Research into dynamic heterogeneity has 230 

been able to uncouple: genetic, environmental, gene by environment (i.e., phenotypic plasticity) 231 

and demographic stochastic components and further provide quantitative estimates of dynamic 232 

(neutral) heterogeneity in life courses that can serve as null models (Snyder & Ellner, 2018, 2022; 233 

Steiner et al., 2021; van Daalen & Caswell, 2017, 2020a). Ideas about dynamic heterogeneity have 234 

been perceived with criticism (Cam et al., 2016) as deterministic perspectives are deeply rooted in 235 

our biological thinking – life history theory in particular. However, both empirical and theoretical 236 

research have illustrated how purely deterministic explanations fall short (Fay, Authier, et al., 237 

2022; Snyder & Ellner, 2022; Varas Enríquez et al., 2022). Individual stochasticity, even though 238 

neutral in itself, slows adaptation (Steiner & Tuljapurkar, 2012) and selective forces might act in 239 

favour of, against, or be close to neutral of the generating processes that drive the level of 240 

individual stochasticity (Steiner & Tuljapurkar, 2023). Such diversity is not surprising as increased 241 

variance in mortality and reproduction can increase individual stochasticity while reducing fixed 242 

heterogeneity but can also increase both components in some systems (van Daalen & Caswell, 243 

2020b). Variance in reproduction associated to individual stochasticity is high within and between 244 

populations across species and such variance explains the variation in life history strategies 245 
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amongst animals and plants to a similar if not larger degree than mean differences (Varas Enríquez 246 

et al., 2022). 247 

 248 

Ultimate vs. proximate explanations of life history evolution 249 

In the past, research into animal life history evolution has focused on ultimate (evolutionary) 250 

modes of research. Why has selection not resulted in the evolution of solely semelparous species 251 

(Cole’s paradox: Cole, 1954)? What are the necessary conditions for dormancy/diapause/torpor 252 

to be the dominant strategy in a population (Tuljapurkar & Istock, 1993)? This focus on ultimate 253 

rather than proximate (mechanistic) research questions arose due to a widely held sentiment that 254 

evolutionary biology was the ideal home for life history theory. 255 

The connection between genotype and phenotype has traditionally been provided 256 

by developmental biology and physiology, fields which have become increasingly 257 

molecular. . . We cannot afford to wait until the molecular analysis of 258 

development and physiology has delivered a few mature summary statements 259 

relevant to individual variation in fitness, for that will take centuries – if it ever 260 

happens at all. We must make our own hypotheses and hope that the molecular 261 

connection will come at a later date. 262 

- Stearns (1992, p. 10) 263 

Thankfully, this “molecular connection” is now being well explored. 264 

 The molecular underpinnings of life history traits are central to life history research. Over 265 

the past 20 years, researchers have uncovered the molecular mechanisms of senescence – the 266 

deterioration of homeostatic mechanisms with age (López-Otín et al., 2013). From telomere 267 

shortening (Haussmann & Vleck, 2002; Henriques & Ferreira, 2012) to dysregulated physiological 268 
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pathways (e.g., hyperfunction theory: Blagosklonny, 2006, 2021), and from too much protein 269 

(Fanson et al., 2012) to differential resource allocation (Adler & Bonduriansky, 2014), researchers 270 

have identified many proximate explanations for senescence across the animal kingdom (López-271 

Otín et al., 2013). Furthermore, mechanisms have also been fleshed out for the other side of life 272 

histories - fertility. All periods of reproduction, from pre-copulation to copulation to post-273 

copulation, contain candidate proximate mechanisms that influence the variation in life histories: 274 

including endogenous insulin/insulin-life growth factor signalling (IIS) (Lind et al., 2019; Regan 275 

et al., 2020; Sepil et al., 2020), target of rapamycin signalling (Alves et al., 2022), sperm traits (Ni 276 

et al., 2016; Sanghvi et al., 2023) and seminal fluid proteins (Hopkins et al., 2019; Sepil et al., 277 

2020; Wigby et al., 2020) – just to name a few.  278 

One takeaway from this plethora of proximate mechanisms is the lack of generality. For 279 

every life history trait, there is one or many physiological mechanisms that impact the generation 280 

of the life history trait phenotype. Whilst these mechanisms have offered a great deal of relevance 281 

to developmental biology (Davidson et al., 2023; Emlen & Nijhout, 2001; Kapali et al., 2022; 282 

McDonald et al., 2018; Shingleton et al., 2007; Simmons & Emlen, 2006) and evolutionary 283 

medicine (Stearns & Medzhitov, 2015), proximate mechanisms alone do not implicate the 284 

evolutionary drivers that shape life histories. To gain this generality, current research programs 285 

have linked the proximate with the ultimate to offer direct links between the two modes of research. 286 

Examples of this integrative approach to life history theory include: 287 

1. Wolves in North America – In Cubaynes et al. (2022), the authors test the hypothesis 288 

that canine distemper virus (CDV) drives the latitudinal distribution of coat colour in 289 

the wolves of North America (i.e., the increased frequency of black coats in higher 290 

latitudes). The authors use a combination of genetics and demographic models to show 291 

that CDV creates a selective pressure for disassortative mating, due to heterozygous 292 
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advantage. In turn, Cubaynes et al. (2022) demonstrate how strength of selection on 293 

reproductive strategies can be moderated by genetically determined pathogen 294 

resistance. 295 

2. Drosophila melanogaster and insulin across latitudes – In the lab, researchers have 296 

demonstrated the broad impacts of insulin/insulin-like growth factor signalling (IIS) 297 

on development (Parker & Shingleton, 2011; Shingleton et al., 2005, 2007), nutrient 298 

sensing (McDonald et al., 2021), environmental cues (Kapali et al., 2022; Regan et al., 299 

2020; Snell-Rood & Moczek, 2012) and life histories (Giannakou & Partridge, 2007; 300 

Sepil et al., 2020) in Drosophila melanogaster. However, there was no evidence that 301 

these lab-based findings were related to the already known impacts of latitudinal clines 302 

on Drosophila life histories (James et al., 1997). To fill this gap in knowledge, Fabian 303 

et al., (2012) explored genome-wide patterns in latitudinal differentiation in 304 

Drosophila melanogaster across the east coast of North America. Interestingly, they 305 

found IIS associated genes (e.g., FOXO and InR) that differentiated across the 306 

latitudinal cline. In turn, genome-wide tools of natural populations are able to connect 307 

lab-based findings to real world life history phenomena. 308 

3. Guppies in Trinidad – In Potter et al. (2023), the authors explore the possible 309 

mechanisms that maintain variance in male colouration in a population of guppies. The 310 

authors use a combination of a pedigree (spanning 10 generations), spatial data and 311 

demographic rates to show that variance in male colouration and the long discussed 312 

genetic mechanisms that underpin them (Houde, 1994; Hughes et al., 2005; Paris et 313 

al., 2022) are maintained via female preference for rarity. This female preference is 314 

adaptive due to an indirect benefit on the fitness of their “sexy sons.” In turn Potter et 315 

al. (2023) show that female preference is sufficient to promote variance in genetically 316 

determined male secondary sexual signals – also see (Kvalnes et al., 2022) for a 317 

similar, but density-dependent, case in barn owls. 318 

 319 

These examples demonstrate how ultimate and proximate questions can be integrated to 320 

advance our understanding of life history evolution. Admittedly, these studies are built on great 321 

deals of hard-fought longitudinal data, making the scaling of this inference across taxa 322 
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especially challenging. Thankfully, developments in the ways we model populations are 323 

making this obstacle progressively smaller (Bocedi et al., 2021; Coulson, 2021; Wilson et al., 324 

2010).  325 

 326 

FUTURE DIRECTIONS 327 

Here, we outline future directions in animal life history evolution, each of which targets a specific 328 

gap in knowledge. Since these are future directions – and the work has not been done yet – we first 329 

describe the gap in knowledge and then outline research programs that may address these gaps 330 

and, possibly, offer new insights. 331 

 332 

Where does selection act in a life history? 333 

Currently, research on life history evolution has a problem – a problem specifically linked to the 334 

evolution part of life history evolution. To illustrate this problem, let us imagine a young budding 335 

ecologist, called Willow, enjoying her undergraduate courses in ecology and evolution. In these 336 

courses, Willow learns there are three requirements for evolution by natural selection: 337 

● First, the trait must have an impact on fitness. 338 

● Second, there must be variance in the trait across the population. 339 

● Third, the variance in the trait must be heritable to some degree. 340 

After completing her undergrad, Willow is excited to begin her graduate studies focused on life 341 

history evolution. However, after perusing through the literature, Willow is shocked. The majority 342 

of papers on the evolution of life histories focus solely on the first criterion for evolution by natural 343 
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selection (Barraquand & Yoccoz, 2013; Benton & Grant, 1996; Hilde et al., 2020; Jaggi et al., 344 

2023; Koons et al., 2009; Le Coeur et al., 2022; J. L. McDonald et al., 2017; Morris et al., 2008; 345 

Pfister, 1998; Tuljapurkar, Gaillard, et al., 2009). Why is this the case? 346 

 There are two reasons why studying the evolution of life histories remains difficult. 347 

First, defining fitness is problematic (Smith, 1983). In theory, fitness is easy to determine: 348 

the genetic contribution of an individual to successive generations relative to other individuals in 349 

the population. However, in the real world, fitness is harder to quantify. This difficulty is partly 350 

due to the multi-faceted nature of fitness. The fitness of an individual is determined by multiple 351 

components – e.g., offspring number, offspring quality, parental care, social status. Each of these 352 

components combines to generate the sum total fitness we, as life history theorists, are interested 353 

in. Out of practicality, researchers often use life history traits as proxies of fitness (see Fig. 2). The 354 

basis for this approximate approach is in both ease and phenotypic correlations often being 355 

reasonable proxies for genetic correlations (see Cheverud’s conjecture: Cheverud, 1988). 356 

Unfortunately, this approximation may lead to bias and misrepresent the fitness profile of 357 

individuals in a population (Pick, 2023).  358 

Second, modelling the evolution of life histories is difficult. Reverting back to the 359 

definition, a life history is the sequence of events and timings in an individual’s lifespan, governed 360 

by underlying vital rates, that contribute both to individual fitness and broader population 361 

dynamics. Of this series of events and timings, researchers can only capture a subset in a 362 

demographic model or a lab-based study. For example, demographic models rarely, if ever, include 363 

mate choice mechanisms (despite their abundance: Westneat et al., 2000), the impact of 364 

transgenerational effects (despite their abundance: Crean & Bonduriansky, 2014; Skinner, 2016)) 365 

and behaviours that have direct impacts on individual fitness (e.g., the Bogert effect: Bogert, 1949). 366 
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All in all, this leaves the researcher with a dilemma: What events and timings are necessary to 367 

include when modelling a life history? Is there such a thing as a model that is too complex, or not 368 

complex enough? Currently, researchers have not defined the criteria for the inclusion of a variable 369 

in a life history model; however, there are strong arguments against the inclusion of anything and 370 

everything (Borges, 1999; Caswell, 2019, p.6). 371 

 372 

 373 

Figure 2. The complexities of life history evolution. Here, we show how the current toolbox of 374 

demographic methods reveal the inherent complexity of life history evolution. Life history traits, 375 
often used as proxies of fitness (W), have both direct (black arrows) and indirect (coloured arrows, 376 
i.e., via covariances/trade-offs with other life history traits) impacts on fitness. Furthermore, life 377 
history traits themselves are constructed by underlying demographic rates and, at a deeper level, 378 
vital rates, which exhibit the same nested complexities of direct and indirect impacts on fitness. 379 

We note that, whilst this shows the apparent complexity of life history evolution, there are levels 380 
below vital rates (e.g., resource availability) that can further complicate the expression of life 381 
history traits and their covariance structure (De Jong & Van Noordwijk, 1992; Metcalf, 2016; 382 

Noordwijk & de Jong, 1986). 383 
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 384 

 To address these difficulties, we recommend two approaches. First, we recommend a trait-385 

based approach as presented in Coulson (2021). In this approach, life histories can be viewed 386 

through one focal life history trait (i.e. body size) using an integral projection model (Easterling et 387 

al., 2000; Ellner et al., 2016). Within this framework, a series of resource accrual traits are selected 388 

upon to optimize body size given a set of eco-evolutionary feedback loops. By using body size as 389 

the metric of interest, Coulson (2021) shows how perturbation analyses can be used to define the 390 

eco-evolutionary determinants of body size. This modelling approach (also see Coulson et al., 391 

2021), whilst scalable, loses the complexities offered by previous demographic approaches. In 392 

turn, we also recommend a second approach which involves variance decomposition. Both 393 

population ecologists and population geneticists have developed variance decomposition 394 

techniques to identify the drivers of system-wide behaviour through demographic rates or allele 395 

frequencies, respectively. These methods are life table response experiments (Caswell, 1996, 2010; 396 

Hernández et al., 2023) and quantitative trait loci (QTL)/genome-wide association studies 397 

(GWAS) (e.g., Ivanov et al., 2015). Whilst methods exist to knit together structured demographic 398 

models and genetic structure (de Vries & Caswell, 2019; Steiner et al., 2021), researchers currently 399 

do not have a tool to explore the genetic underpinnings of life history traits without a known link 400 

between a gene and a life history trait a priori. To build and test these models, we recommend 401 

using tractable model systems, such as Drosophila melanogaster and Caenorhabditis elegans, due 402 

to the readily available tools for GWAS/QTL studies and the easily modelled life history due to 403 

discrete ontogenetic stages. These models would thus represent ideal avenues for research 404 

programmes focussed on integrating ultimate and proximate understandings of life history 405 

evolution. 406 



19 
 

 407 

A phase diagram of life histories in variable environments 408 

The impact of variable environments on life histories is a key topic in life history evolution and 409 

population dynamics (Sutherland et al., 2013). The reason for this is, in addition to being 410 

interesting, global climate change is predicted to change environment variability (a key driver of 411 

variance in life history processes (Jackson et al., 2022)) across the globe – posing an imminent 412 

threat to biodiversity (Bathiany et al., 2018; Drake, 2005; Masson-Delmotte et al., 2021; Vasseur 413 

et al., 2014).  414 

Much of our current understanding around life histories in variable environments is centred 415 

around Tuljapurkar’s approximation (Tuljapurkar, 1989, Eq. 1). 416 

(Eq. 1)  log(𝜆𝑠)  ≈ log(𝜆1) −
𝜎2+𝜏

2𝜆1
2 +

𝜃

𝜆1
2 417 

Here, the logarithmic long-run stochastic population growth rate (log(𝜆𝑠)) can be approximated 418 

via the population growth rate associated with the mean environment (𝜆1) with contributions from 419 

demographic rate variances (𝜎2), covariances (𝜏) and temporal autocorrelation (𝜃). In studies of 420 

life histories in variable environments, log(𝜆𝑠)  is often used as a measure of fitness associated 421 

with a specific life history strategy (Cubaynes et al., 2022). In turn, researchers have been 422 

interested in the ways by which life histories can optimize log(𝜆𝑠) given the terms on the right-423 

hand side of the equation.  424 

Over the course of the past 25 years, may studies have explored the impact of demographic 425 

rate variances (𝜎2: Doak et al., 2005; Engen et al., 1998; Foley, 1994; J. L. McDonald et al., 2017; 426 

Morris et al., 2008; Morris & Doak, 2004; Pfister, 1998; Sæther, 1997; Sæther et al., 1998) with 427 
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relatively less focus on demographic rate covariances (Compagnoni et al., 2016; Fay, Hamel, et 428 

al., 2022) and environment autocorrelation (Evers et al., 2023; Gascoigne, Kajin, et al., 2023; 429 

Tuljapurkar & Haridas, 2006). Similarly, despite a large body of literature, little focus is given to 430 

the relationship between the most important term in Tuljapurkar’s approximation, log(𝜆1), and the 431 

variance components. This represents a key gap in knowledge as the simplest way for a life history 432 

strategy to improve its associated fitness is through changes in its mean demographic rates, not 433 

variance components. And unfortunately, shifts in mean life history strategies cannot be neatly 434 

uncoupled from variances as they confound one another. Therefore, we argue life history theory 435 

would benefit from a new perspective to probe life history evolution in variable environments.  436 

To build this new perspective, we go back to using “man’s best friend” in a thought 437 

experiment. Imagine an arachnophobic puppy named Hastings who has just come across a spider 438 

whilst on his morning walk. Given the behavioural ecology of the puppy, Hastings can respond in 439 

three ways. These responses include: fight, flight and hide. All of these responses are completely 440 

possible to deal with the approaching eight-legged threat. We relay this analogy to argue that life 441 

history strategies can also use these responses to deal with variable environments. Instead of a 442 

puppy, now imagine a population, and instead of a spider, now imagine environmental variability. 443 

In response to the threat of environmental variability, populations can evolve life history strategies 444 

whereby they can (Fig. 3a):   445 

● persist (fight) via plasticity or adaptation to the variable environment. 446 

● escape the environment (flight) via dispersal, migration or vagrancy. 447 

● avoid the timestep (hide) via dormancy, torpor or hibernation. 448 

These strategies are insightful as, in addition to being strategically distinct, their costs are broadly 449 

distinct as well (Fig. 3a): 450 
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● fighting involves the cost of environmental variability outlined in Tuljapurkar’s 451 

approximation (i.e., variance in demographic rates) 452 

● flight often involves a cost to demographic rates (i.e., reduced survival or reproductive 453 

output) 454 

● hiding involves a cost directly to fitness in the form of extending generation time 455 

From these costs we can build a visual representation of when and where each strategy should be 456 

selected for.  457 

Here, we propose a phase diagram of life histories in variable environments (Fig. 3b). Taking 458 

inspiration from the 150-year-old concept of phase diagrams in physics and chemistry, we show a 459 

framework whereby different combinations of costs associated with dispersal/migration/vagrancy 460 

and dormancy/torpor/hibernation can evolve and, as a strategy, invade the population. We 461 

hypothesize this phase diagram will look very different for life histories with different ecologies 462 

(e.g., Fig. 3c,d).  463 

To test this phase diagram, we recommend a combination of theoretical modelling and 464 

experimental approaches. Modelling using two/multiple patch systems (Steiner et al., 2014; Sultan 465 

& Spencer, 2002) would allow a researcher to vary the cost of dispersal a priori – however we 466 

note the cost of dispersal can come in a variety of forms which should also be explicitly explored 467 

(Bonte et al., 2012). Furthermore, we recommend a modelling approach to explore a variety of life 468 

history archetypes to see how life histories shape the phase diagram (Takada et al., 2018). 469 

Analytical and individual-based eco-evolutionary models can be used to provide theoretical 470 

predictions on the evolution of, for example, dispersal vs. dormancy vs. in situ adaptation, under 471 

different combination of life histories, ecological conditions and relative costs of the different 472 

strategies (Gerber & Kokko, 2018; Travis et al., 2021; Vitalis et al., 2013). 473 
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Regarding experimental approaches, we recommend the use of insects with defined stages of 474 

development which also exhibit differential dispersal morphology (e.g., the seed beetle 475 

Callosobruchus maculatus (Gascoigne et al., 2022; Sanghvi et al., 2021, 2022) with experimental 476 

evolution approaches (Lustenhouwer et al., 2023)). In seed beetles, multiple patch systems can be 477 

constructed to moderate the cost of dispersal, and temperature during juvenile development can be 478 

used to moderate cost of dormancy (here defined as prolonged development time). 479 

We acknowledge that the costs associated with the fight, flight and hide strategies are not 480 

mutually exclusive. For example, it is quite likely that a cost of dispersal on demographic rates 481 

leads to a shift in generation time. However, we offer this phase diagram of life histories in variable 482 

environments as both a hypothesis and a heuristic to start testing life history evolution beyond 483 

variance components. 484 

 485 
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 486 

Figure 3. A phase diagram of life histories in variable environments. Here, we illustrate how 487 
life history evolution in variable environments can be represented by three different competing 488 
strategies: fighting (persisting in the face of environmental variability), flight (escaping the 489 

immediate threat of environmental variability) and hiding (avoid a time-step through 490 
dormancy/hibernation/torpor to reduce the impact of environmental variability. (a) The costs of 491 
each strategy are broadly independent and can, thus, be viewed as in competition with one another. 492 
To visualize this competition, we construct a phase diagram (b, resembling phase diagrams from 493 
physics and chemistry). Here, the fight, flight and hide strategies emerge at different combinations 494 
of costs associated with the flight and hide strategies. We use dispersal and dormancy to represent 495 
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the focal cost, but this could easily be migration/vagrancy or hibernation/torpor. We note that this 496 
space may look very different across species – shown by the polar bear (c) and the blue tit (d). The 497 

utility of this framework arises by the placing of a population on this phase diagram. To illustrate 498 
this, the polar is in the hide region – meaning the polar bear population could be successfully 499 
invaded by a life history strategy that has a relatively longer period of hibernation than the rest of 500 
the population. Likewise, the blue tit population in the flight region – meaning the blue tit 501 
population could be successfully invaded by a life history strategy that involves relatively more 502 

dispersal events across habitable patches than the rest of the population. We hypothesize that 503 
manipulating the costs along this space should predictably change the position of the population 504 
on the phase diagram. 505 

 506 

The issue of time in studying life histories 507 

Currently, life history evolution has not addressed the problem of time. Specifically, time is 508 

relative. Here, we are not talking about how animals perceive time (this is a topic we will leave to 509 

other fields (Roberts, 2002; Zentall, 2005)). Instead, we are discussing how time within the life 510 

history of an animal relates to the temporal pattern of events it senses in its environment. 511 

 Life histories and environments are temporally explicit processes. Whether we are 512 

discussing an age (e.g., Holmes & York, 2003), stage (e.g., Crouse et al., 1987) or size (e.g., Bassar 513 

et al., 2015) structured life history, individuals change state (i.e., growth, progression, shrinkage, 514 

retrogression), stay in the same state (i.e., stasis), reproduce or die across timesteps t to t+1. We 515 

note this would also work in the continuous case across dt. As a consequence of the temporal 516 

nature of life histories, many of the life history traits we derive are also temporally explicit (e.g., 517 

generation time, age at sexual maturity, expected lifespan). In addition, environments are also 518 

temporally explicit. Whether we are discussing yearly (Hansen et al., 2019), monthly (Paniw et 519 

al., 2019), weekly (Wood et al., 2023) or even shorter timeframes (Jouvet et al., 2018), 520 

environment components are also structured across timesteps t to t+1, or dt. We outline these 521 
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obvious facts as it is the combination of the life history and environment timeframes where life 522 

history research gets messy (Tuljapurkar, 2023). 523 

 Previous research analysing the role of environment components has been agnostic as to 524 

the mismatched timeframes of life histories and environment regimes. In other words, researchers 525 

estimate the impacts of environment components on life histories across timesteps relevant to an 526 

environment component (Vinton et al., 2022), not the life history in question (but see Park, 2019; 527 

Park & Post, 2022; Park & Wootton, 2021). This line of research is valuable from the point of 528 

view of conservation biologists as it is useful to estimate environment contributions toward broader 529 

population dynamics, however this does not allow us to interpret how life histories evolve. To 530 

illustrate this point, let us imagine two populations of interest, a mosquito population and an 531 

elephant population. Whilst El Niño and La Niña may have dramatic consequences on the size of 532 

the mosquito population at a certain point in time, a timeframe of two to seven years is not small 533 

enough to fit within a life history of a mosquito. For the elephant, however, a two-to-seven-year 534 

timeframe is sufficient to disrupt life histories to the point of altering life history outcomes (Li et 535 

al., 2015). To put the shoe on the other foot, daily predictable gusts of wind may have an impact 536 

on mosquito life history evolution (Endo & Eltahir, 2018; Wong & Jim, 2017) but likely does not 537 

impact the evolution of elephant life histories due to a timeframe disparity. In turn, whilst the 538 

impacts of environment regimes (agnostic of life history timeframes) on population dynamics is 539 

important, they do not necessarily inform the impacts of environment regimes on life history 540 

evolution. 541 

 To fill this gap in knowledge, we recommend accounting for generation time when 542 

analysing the impacts of environment components on life history evolution (Fig. 4a-d). We 543 

hypothesize that this standardization will demonstrate the degree to which life histories are able to 544 
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accommodate environment components. We further hypothesize this will have important 545 

implications for the role of plastic/tracking vs. canalized/buffered strategies (Fig. 4e,f). Plastic 546 

strategies for life histories in variable environments have been discussed at length over the past 547 

twenty years (King & Hadfield, 2019; Koons et al., 2009; Snell-Rood, 2013; Sultan & Spencer, 548 

2002; Vinton et al., 2022; West-Eberhard, 2003; Xue & Leibler, 2018), but, up until now, the 549 

impact of generation time has not been linked.  550 

 To test these hypotheses, we recommend a combination of comparative studies and 551 

theoretical modelling. Comparative analyses have brought great insights to animal life history 552 

evolution (Capdevila et al., 2020, 2022; Healy et al., 2019). A reanalysis of some of these results, 553 

accounting for generation time, may yield findings indicating how well populations deal with the 554 

environments they experience across their life history (Fig. 4a-d). In addition, we recommend 555 

modelling approaches of stochastic environments built on underlying spectra (e.g., 1/f noise: 556 

Halley, 1996; Halley & Inchausti, 2004) to test the degree to which life histories evolve plastic or 557 

canalized strategies based on how environments contribute to the evolution of phenotypic 558 

plasticity (Dupont et al., 2023; Hoffmann & Bridle, 2022; Vinton et al., 2022, 2023). 559 

 560 
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 561 

Figure 4. Accounting for time in both life histories and the environment in our understanding 562 
of life history evolution. Here, we show the impact of pace of life syndrome on inferences of life 563 
histories in variable environments. Previous research has shown broad relationships between the 564 
impact of environment variance (a, (Morris et al., 2008; Paniw et al., 2018)) and disturbance 565 
regimes (c, (Capdevila et al., 2022; Compagnoni et al., 2021)) across slow and fast life histories. 566 



28 
 

Whilst informative for conservation purposes, this approach does not account for the timeframe 567 
within which life histories take place – a necessary consideration to understand life history 568 

evolution in variable environments. In turn, we propose a new line of research measuring the 569 
impact of environment variability (b) and disturbance regimes (d) accounting for generation time 570 
(T). This analysis would indicate the degree to which a life history is responsive or stable in 571 
environmental regimes relative to the life history’s timeframe. Furthermore, this approach has 572 
broad implications connecting life histories in variable environments to the evolution of 573 

phenotypic plasticity. (e) Depending on the timeframe within which the life history takes place, 574 
individuals may be exposed to relatively stable average environment values across generations 575 
(species A) or relatively unstable average environment values across generations (species C) – 576 
from the same environment. The differences only arise due to differences in generation time. The 577 
implications of this mismatch in generation time is that species A may evolve plasticity 578 

mechanisms that allow it to track its environment, more so than species B and C, due to generation 579 

time (also see Dupont et al., 2023; Hoffmann & Bridle, 2022; Vinton et al., 2023). 580 

 581 

CONCLUDING REMARKS 582 

Here, we offer a cross-section of the integrative field that is animal life history evolution. The 583 

current perspectives and future directions outlined in this manuscript are in no way exhaustive but 584 

are constructed as a resource to both review the current state-of-affairs in animal life history 585 

research and present frontiers for exploration. We fully expect the ideas relayed across this 586 

manuscript to develop, grow and maybe change as these frontiers are pushed – we leave this to the 587 

reader. 588 

To close, we end with an important reminder. A life history is not a “thing”; one cannot 589 

physically grasp a life history. Instead, a life history is an abstraction used to define the life course 590 

of individuals, from birth to death, in an evolutionary context. It is important for researchers to 591 

remember this when relaying their findings. Within life history theory, results are always context-592 

dependent and subject to deserved scrutiny. However, through a push for generality, we progress 593 

to understanding the truths by which organisms make their way from t to t+1. 594 

 595 



29 
 

AUTHOR CONTRIBUTIONS 596 

SJLG conceived the initial ideas for this manuscript and wrote the first draft. SJLG and AR 597 

designed the figures which were subsequently built by AR. All authors contributed significantly 598 

to the ideas, structure and writing in this manuscript. 599 

 600 

ACKNOWLEDGEMENTS 601 

We would like to thank various friends and colleagues who have helped us, sometimes 602 

inadvertently, develop the ideas we present in this manuscript. Specifically, we would like to thank 603 

R. Salguero-Gómez, T. Coulson, J. Deere, C. Bernard, M. Kajin, A. Vinton, J. H. Watson and 604 

many of the attendees from the 8th meeting of the Evolutionary Demography Society in Paris, 605 

2023.  606 

 607 

 608 

 609 

 610 

 611 

 612 

 613 

 614 

 615 



30 
 

REFERENCES 616 

Adler, M. I., & Bonduriansky, R. (2014). Why do the well-fed appear to die young?: A new 617 

evolutionary hypothesis for the effect of dietary restriction on lifespan. BioEssays, 36(5), 618 

439–450. https://doi.org/10.1002/bies.201300165 619 

Alves, A. N., Sgrò, C. M., Piper, M. D. W., & Mirth, C. K. (2022). Target of Rapamycin Drives 620 

Unequal Responses to Essential Amino Acid Depletion for Egg Laying in Drosophila 621 

Melanogaster. Frontiers in Cell and Developmental Biology, 10. 622 

https://doi.org/10.3389/fcell.2022.822685 623 

Andersson, M. (2017). Helping relatives survive and reproduce: inclusive fitness and 624 

reproductive value in brood parasitism. American Naturalist, 189(2), 138–152. 625 

https://doi.org/10.1086/689991 626 

Barraquand, F., & Yoccoz, N. G. (2013). When can environmental variability benefit population 627 

growth? Counterintuitive effects of nonlinearities in vital rates. Theoretical Population 628 

Biology, 89, 1–11. https://doi.org/10.1016/j.tpb.2013.07.002 629 

Barton, N. H., & Etheridge, A. M. (2011). The relation between reproductive value and genetic 630 

contribution. Genetics, 188(4), 953–973. https://doi.org/10.1534/genetics.111.127555 631 

Bassar, R. D., Heatherly, T., Marshall, M. C., Thomas, S. A., Flecker, A. S., & Reznick, D. N. 632 

(2015). Population size-structure-dependent fitness and ecosystem consequences in 633 

Trinidadian guppies. Journal of Animal Ecology, 84(4), 955–968. 634 

https://doi.org/10.1111/1365-2656.12353 635 

Bathiany, S., Dakos, V., Scheffer, M., & Lenton, T. M. (2018). Climate models predict 636 

increasing temperature variability in poor countries. Science Advances, 4(5), 1–11. 637 

https://doi.org/10.1126/sciadv.aar5809 638 

Benton, T. G., & Grant, A. (1996). How to keep fit in the real world: Elasticity analyses and 639 

selection pressures on life histories in a variable environment. American Naturalist, 147(1), 640 

115–139. https://doi.org/10.1086/285843 641 

Blagosklonny, M. V. (2006). Aging and immortality: Quasi-programmed senescence and its 642 

pharmacologic inhibition. Cell Cycle, 5(18), 2087–2102. 643 

https://doi.org/10.4161/cc.5.18.3288 644 

Blagosklonny, M. V. (2021). The hyperfunction theory of aging: three common misconceptions. 645 

Oncoscience, 8, 103–107. www.oncoscience.us 646 

Bocedi, G., Palmer, S. C. F., Malchow, A. K., Zurell, D., Watts, K., & Travis, J. M. J. (2021). 647 

RangeShifter 2.0: an extended and enhanced platform for modelling spatial eco-648 

evolutionary dynamics and species’ responses to environmental changes. Ecography, 649 

44(10), 1453–1462. https://doi.org/10.1111/ecog.05687 650 



31 
 

Bogert, C. M. (1949). Thermoregulation in reptiles; a factor in evolution. Evolution, 3(3), 195–651 

211. https://doi.org/10.1111/j.1558-5646.1949.tb00021.x 652 

Bonte, D., Van Dyck, H., Bullock, J. M., Coulon, A., Delgado, M., Gibbs, M., Lehouck, V., 653 

Matthysen, E., Mustin, K., Saastamoinen, M., Schtickzelle, N., Stevens, V. M., 654 

Vandewoestijne, S., Baguette, M., Barton, K., Benton, T. G., Chaput-Bardy, A., Clobert, J., 655 

Dytham, C., … Travis, J. M. J. (2012). Costs of dispersal. Biological Reviews, 87(2), 290–656 

312. https://doi.org/10.1111/j.1469-185X.2011.00201.x 657 

Borges, J. L. (1999). On Exactitude in Science. Penguin. 658 

Cam, E., Aubry, L. M., & Authier, M. (2016). The Conundrum of Heterogeneities in Life 659 

History Studies. In Trends in Ecology and Evolution (Vol. 31, Issue 11, pp. 872–886). 660 

Elsevier Ltd. https://doi.org/10.1016/j.tree.2016.08.002 661 

Capdevila, P., Beger, M., Blomberg, S. P., Hereu, B., Linares, C., & Salguero-Gómez, R. (2020). 662 

Longevity, body dimension and reproductive mode drive differences in aquatic versus 663 

terrestrial life-history strategies. Functional Ecology, 34(8), 1613–1625. 664 

https://doi.org/10.1111/1365-2435.13604 665 

Capdevila, P., Stott, I., Cant, J., Beger, M., Rowlands, G., Grace, M., & Salguero-Gómez, R. 666 

(2022). Life history mediates the trade-offs among different components of demographic 667 

resilience. Ecology Letters, 25(6), 1566–1579. https://doi.org/10.1111/ele.14004 668 

Careau, V., Réale, D., Humphries, M. M., & Thomas, D. W. (2010). The pace of life under 669 

artificial selection: Personality, energy expenditure, and longevity are correlated in domestic 670 

dogs. In American Naturalist (Vol. 175, Issue 6, pp. 753–758). 671 

https://doi.org/10.1086/652435 672 

Caswell, H. (1996). Analysis of life table response experiments II. Alternative parameterizations 673 

for size- and stage-structured models. Ecological Modelling, 88(1–3), 73–82. 674 

https://doi.org/10.1016/0304-3800(95)00070-4 675 

Caswell, H. (2009). Stage, age and individual stochasticity in demography. Oikos, 118(12), 676 

1763–1782. https://doi.org/10.1111/j.1600-0706.2009.17620.x 677 

Caswell, H. (2010). Life table response experiment analysis of the stochastic growth rate. 678 

Journal of Ecology, 98(2), 324–333. https://doi.org/10.1111/j.1365-2745.2009.01627.x 679 

Caswell, H. (2019). Sensitivity analysis: matrix methods in demography and ecology. Springer 680 

Nature. 681 

Charlesworth, B. (1994). Evolution in age-structured populations (Vol. 2). Cambridge 682 

University Press. 683 

Che-Castaldo, J., Jones, O. R., Kendall, B. E., Burns, J. H., Childs, D. Z., Ezard, T. H. G., 684 

Hernandez-Yanez, H., Hodgson, D. J., Jongejans, E., Knight, T., Merow, C., Ramula, S., 685 

Stott, I., Vindenes, Y., Yokomizo, H., & Salguero-Gómez, R. (2020). Comments to 686 



32 
 

“Persistent problems in the construction of matrix population models.” Ecological 687 

Modelling, 416, 1–3. https://doi.org/10.1016/j.ecolmodel.2019.108913 688 

Cheverud, J. M. (1988). A Comparison of Genetic and Phenotypic Correlations. Evolution, 689 

42(5), 958. https://doi.org/10.2307/2408911 690 

Cole, L. C. (1954). The Population Consequences of Life History Phenomena. The Quarterly 691 

Review of Biology, 29(2), 103–137. 692 

Compagnoni, A., Bibian, A. J., Ochocki, B. M., Rogers, H. S., Schultz, E. L., Sneck, M. E., 693 

Elderd, B. D., Iler, A. M., Inouye, D. W., Jacquemyn, H., & Miller, T. E. X. (2016). The 694 

effect of demographic correlations on the stochastic population dynamics of perennial 695 

plants. Ecological Monographs, 86(4), 480–494. https://doi.org/10.1002/ecm.1228 696 

Compagnoni, A., Levin, S., Childs, D. Z., Harpole, S., Paniw, M., Römer, G., Burns, J. H., Che-697 

Castaldo, J., Rüger, N., Kunstler, G., Bennett, J. M., Archer, C. R., Jones, O. R., Salguero-698 

Gómez, R., & Knight, T. M. (2021). Herbaceous perennial plants with short generation time 699 

have stronger responses to climate anomalies than those with longer generation time. 700 

Nature Communications, 12(1), 1–8. https://doi.org/10.1038/s41467-021-21977-9 701 

Coulson, T. (2021). Environmental perturbations and transitions between ecological and 702 

evolutionary equilibria: an eco-evolutionary feedback framework. Peer Community Journal, 703 

1. https://doi.org/10.24072/pci 704 

Coulson, T., Potter, T., & Felmy, A. (2021). Predicting evolution over multiple generations in 705 

deteriorating environments using evolutionarily explicit Integral Projection Models. 706 

Evolutionary Applications, 14(10), 2490–2501. https://doi.org/10.1111/eva.13272 707 

Crean, A. J., & Bonduriansky, R. (2014). What is a paternal effect? Trends in Ecology and 708 

Evolution, 29(10), 554–559. https://doi.org/10.1016/j.tree.2014.07.009 709 

Crouse, D. T., Crowder, L. B., & Caswell, H. (1987). A stage‐based population model for 710 

loggerhead sea turtles and implications for conservation. Ecology, 68(5), 1412–1423. 711 

Cubaynes, S., Brandell, E. E., Stahler, D. R., Smith, D. W., Almberg, E. S., Schindler, S., 712 

Wayne, R. K., Dobson, A. P., vonHoldt, B. M., MacNulty, D. R., Cross, P. C., Hudson, P. 713 

J., & Coulson, T. (2022). Disease outbreaks select for mate choice and coat color in wolves. 714 

Science, 378(6617). https://doi.org/10.1126/science.abi8745 715 

Davidson, P. L., Nadolski, E. M., & Moczek, A. P. (2023). Gene regulatory networks underlying 716 

the development and evolution of plasticity in horned beetles. Current Opinion in Insect 717 

Science, 101114. https://doi.org/10.1016/j.cois.2023.101114 718 

De Jong, G., & Van Noordwijk, A. J. (1992). Acquisition and allocation of resources: Genetic 719 

(co)variances, selection, and life histories. The American Naturalist, 139(4), 749–770. 720 

de Vries, C., & Caswell, H. (2019). Stage-structured evolutionary demography: Linking life 721 

histories, population genetics, and ecological dynamics. American Naturalist, 193(4), 545–722 

559. https://doi.org/10.1086/701857 723 



33 
 

Doak, D. F., Morris, W. F., Pfister, C., Kendall, B. E., & Bruna, E. M. (2005). Correctly 724 

Estimating How Environmental Stochasticity Influences Fitness and Population Growth. 725 

American Naturalist, 166(1), E14–E21. https://doi.org/10.1086/430642 726 

Drake, J. M. (2005). Population Effects of Increased Climate Variation. Proceedings of the Royal 727 

Society B, 272(1574), 1823–1827. 728 

Dupont, L., Thierry, M., Zinger, L., Legrand, D., & Jacob, S. (2023). Beyond reaction norms: the 729 

temporal dynamics of phenotypic plasticity. Trends in Ecology and Evolution. 730 

https://doi.org/10.1016/j.tree.2023.08.014 731 

Easterling, M. R., Ellner, S. P., & Dixon, P. M. (2000). Size-specific sensitivity: Applying a new 732 

structured population model. Ecology, 81(3), 694–708. 733 

Ellner, S. P., Childs, D. Z., & Rees, M. (2016). Data-driven Modelling of Structured Populations 734 

(Issue 2000). 735 

Emlen, D. J. (1997). Alternative reproductive tactics and male-dimorphism in the horned beetle 736 

Onthophagus acuminatus (Coleoptera: Scarabaeidae). Bevioral Ecology and Sociobiology, 737 

41, 335–341. 738 

Emlen, D. J., & Nijhout, H. F. (2001). Hormonal control of male horn length dimorphism in 739 

Onthophagus taurus (Coleoptera: Scarabaeidae): A second critical period of sensitivity to 740 

juvenile hormone. Journal of Insect Physiology. https://doi.org/10.1016/S0022-741 

1910(01)00084-1 742 

Endo, N., & Eltahir, E. A. B. (2018). Modelling and observing the role of wind in Anopheles 743 

population dynamics around a reservoir. Malaria Journal, 17(1). 744 

https://doi.org/10.1186/s12936-018-2197-5 745 

Engen, S., Bakke, Ø., & Islam, A. (1998). Demographic and Environmental Stochasticity-746 

Concepts and Definitions. Biometrics, 54(3), 840–846. 747 

Evers, S. M., Knight, T. M., & Compagnoni, A. (2023). The inclusion of immediate and lagged 748 

climate responses amplifies the effect of climate autocorrelation on long-term growth rate of 749 

populations. Journal of Ecology, May, 1–12. https://doi.org/10.1111/1365-2745.14155 750 

Fabian, D. K., Kapun, M., Nolte, V., Kofler, R., Schmidt, P. S., Schlötterer, C., & Flatt, T. 751 

(2012). Genome-wide patterns of latitudinal differentiation among populations of 752 

Drosophila melanogaster from North America. Molecular Ecology, 21(19), 4748–4769. 753 

https://doi.org/10.1111/j.1365-294X.2012.05731.x 754 

Fanson, B. G., Fanson, K. V., & Taylor, P. W. (2012). Cost of reproduction in the Queensland 755 

fruit fly: Y-model versus lethal protein hypothesis. Proceedings of the Royal Society B: 756 

Biological Sciences, 279(1749), 4893–4900. https://doi.org/10.1098/rspb.2012.2033 757 

Fay, R., Authier, M., Hamel, S., Jenouvrier, S., van de Pol, M., Cam, E., Gaillard, J. M., Yoccoz, 758 

N. G., Acker, P., Allen, A., Aubry, L. M., Bonenfant, C., Caswell, H., Coste, C. F. D., 759 

Larue, B., Le Coeur, C., Gamelon, M., Macdonald, K. R., Moiron, M., … Sæther, B. E. 760 



34 
 

(2022). Quantifying fixed individual heterogeneity in demographic parameters: 761 

Performance of correlated random effects for Bernoulli variables. Methods in Ecology and 762 

Evolution, 13(1), 91–104. https://doi.org/10.1111/2041-210X.13728 763 

Fay, R., Hamel, S., Pol, M. Van De, Gaillard, M., Yoccoz, N. G., Acker, P., Authier, M., Larue, 764 

B., Le, C., Kaitlin, C., & Alex, R. M. (2022). Temporal correlations among demographic 765 

parameters are ubiquitous but highly variable across species. Ecology Letters. 766 

https://doi.org/10.1111/ele.14026 767 

Foley, P. (1994). Predicting Extinction Times from Environmental Stochasticity and Carrying 768 

Capacity. Conservation Biology, 8(1), 124–137. https://doi.org/10.1046/j.1523-769 

1739.1994.08010124.x 770 

Forsythe, A. B., Day, T., & Nelson, W. A. (2021). Demystifying individual heterogeneity. In 771 

Ecology Letters (Vol. 24, Issue 10, pp. 2282–2297). John Wiley and Sons Inc. 772 

https://doi.org/10.1111/ele.13843 773 

Gascoigne, S. J. L., Kajin, M., Tuljapurkar, S., Silva Santos, G., Steiner, U. K., Vinton, A. C., 774 

Jaggi, H., Sepil, I., & Salguero-Gómez, R. (2023). Structured demographic buffering: A 775 

framework to explore the environment drivers and demographic mechanisms underlying 776 

demographic buffering. BioRxiv. https://doi.org/10.1101/2023.07.20.549848 777 

Gascoigne, S. J. L., Rolph, S., Sankey, D., Nidadavolu, N., Stell Pičman, A. S., Hernández, C. 778 

M., Philpott, M. E. R., Salam, A., Bernard, C., Fenollosa, E., Lee, Y. J., McLean, J., 779 

Hetti Achchige Perera, S., Spacey, O. G., Kajin, M., Vinton, A. C., Archer, C. R., Burns, J. 780 

H., Buss, D. L., … Salguero-Gómez, R. (2023). A standard protocol to report discrete stage-781 

structured demographic information. Methods in Ecology and Evolution. 782 

https://doi.org/10.1111/2041-210X.14164 783 

Gascoigne, S. J. L., Uwera Nalukwago, D. I., & Barbosa, F. (2022). Larval Density, Sex, and 784 

Allocation Hierarchy Affect Life History Trait Covariances in a Bean Beetle. American 785 

Naturalist, 199(2), 291–301. https://doi.org/10.5061/dryad.z08kprrdk 786 

Gerber, N., & Kokko, H. (2018). Abandoning the ship using sex, dispersal or dormancy: 787 

Multiple escape routes from challenging conditions. Philosophical Transactions of the 788 

Royal Society B: Biological Sciences, 373(1757). https://doi.org/10.1098/rstb.2017.0424 789 

Giannakou, M. E., & Partridge, L. (2007). Role of insulin-like signalling in Drosophila lifespan. 790 

In Trends in Biochemical Sciences (Vol. 32, Issue 4, pp. 180–188). 791 

https://doi.org/10.1016/j.tibs.2007.02.007 792 

Grafen, A. (1999). Formal Darwinism, the individual-as-maximizing-agent analogy and bet-793 

hedging. Proc. R. Soc. Lond. B, 266, 799–803. https://royalsocietypublishing.org/ 794 

Grafen, A. (2006). A theory of Fisher’s reproductive value. Journal of Mathematical Biology, 795 

53(1), 15–60. https://doi.org/10.1007/s00285-006-0376-4 796 

Groot, C. (Cornelis), & Margolis, L. (1991). Pacific salmon life histories. UBC Press. 797 



35 
 

Halley, J. M. (1996). Ecology, evolution and 1/f-noise. Trends in Ecology and Evolution, 11(1), 798 

33–37. https://doi.org/10.1016/0169-5347(96)81067-6 799 

Halley, J. M., & Inchausti, P. (2004). The increasing importance of 1/f-noises as models of 800 

ecological variability. Fluctuation and Noise Letters, 4(2). 801 

Hansen, B. B., Gamelon, M., Albon, S. D., Lee, A. M., Stien, A., Irvine, R. J., Sæther, B. E., 802 

Loe, L. E., Ropstad, E., Veiberg, V., & Grøtan, V. (2019). More frequent extreme climate 803 

events stabilize reindeer population dynamics. Nature Communications, 10(1). 804 

https://doi.org/10.1038/s41467-019-09332-5 805 

Haussmann, M. F., & Vleck, C. M. (2002). Telomere length provides a new technique for aging 806 

animals. Oecologia, 130(3), 325–328. https://doi.org/10.1007/s00442-001-0827-y 807 

Healy, K., Ezard, T. H. G., Jones, O. R., Salguero-Gómez, R., & Buckley, Y. M. (2019). Animal 808 

life history is shaped by the pace of life and the distribution of age-specific mortality and 809 

reproduction. Nature Ecology and Evolution, 3(8), 1217–1224. 810 

https://doi.org/10.1038/s41559-019-0938-7 811 

Henriques, C. M., & Ferreira, M. G. (2012). Consequences of telomere shortening during 812 

lifespan. Current Opinion in Cell Biology, 24(6), 804–808. 813 

https://doi.org/10.1016/j.ceb.2012.09.007 814 

Hernández, C. M., Ellner, S. P., Adler, P. B., Hooker, G., & Snyder, R. E. (2023). An exact 815 

version of Life Table Response Experiment analysis, and the R package exactLTRE. 816 

Methods in Ecology and Evolution, 14(3), 939–951. https://doi.org/10.1111/2041-817 

210X.14065 818 

Hilde, C. H., Gamelon, M., Sæther, B. E., Gaillard, J. M., Yoccoz, N. G., & Pélabon, C. (2020). 819 

The Demographic Buffering Hypothesis: Evidence and Challenges. Trends in Ecology and 820 

Evolution, 35(6), 523–538. https://doi.org/10.1016/j.tree.2020.02.004 821 

Hoffmann, A. A., & Bridle, J. (2022). Plasticity and the costs of incorrect responses. Trends in 822 

Ecology and Evolution. 823 

Holmes, E. E., & York, A. E. (2003). Using Age Structure to Detect Impacts on Threatened 824 

Populations: A Case Study with Steller Sea Lions. Conservation Biology, 17(6), 1794–825 

1806. https://doi.org/10.1111/j.1523-1739.2003.00191.x 826 

Hopkins, B. R., Sepil, I., Thézénas, M.-L., Craig, J. F., Miller, T., Charles, P. D., Fischer, R., 827 

Kessler, B. M., Bretman, A., Pizzari, T., & Wigby, S. (2019). Divergent allocation of sperm 828 

and the seminal proteome along a competition gradient in Drosophila melanogaster. 829 

Proceedings of the National Academy of Sciences, 116(36), 17925–17933. 830 

https://doi.org/10.5287/bodleian:zBdPnBZNB 831 

Houde, A. E. (1994). Effect of artificial selection on male colour patterns on mating preference 832 

of female guppies. Proc. R. Soc. Lond. B, 256, 125–130. https://royalsocietypublishing.org/ 833 



36 
 

Hughes, K. A., Rodd, F. H., & Reznick, D. N. (2005). Genetic and environmental effects on 834 

secondary sex traits in guppies (Poecilia reticulata). Journal of Evolutionary Biology, 18(1), 835 

35–45. https://doi.org/10.1111/j.1420-9101.2004.00806.x 836 

Ivanov, D. K., Escott-Price, V., Ziehm, M., Magwire, M. M., Mackay, T. F. C., Partridge, L., & 837 

Thornton, J. M. (2015). Longevity GWAS using the drosophila genetic reference panel. 838 

Journals of Gerontology - Series A Biological Sciences and Medical Sciences, 70(12), 839 

1470–1478. https://doi.org/10.1093/gerona/glv047 840 

Jackson, J., Le Coeur, C., & Jones, O. (2022). Life-history predicts global population responses 841 

to the weather in the terrestrial mammals. ELife, 11. 842 

https://doi.org/10.1101/2021.04.22.440896 843 

Jaggi, H., Steinsaltz, D., & Tuljapurkar, S. (2023). Migration in uncertain times. BioRxiv. 844 

https://doi.org/10.1101/2023.04.23.537980 845 

James, A. C., Azevedo, R. B. R., & Partridge, L. (1997). Genetic and Environmental Responses 846 

to Temperature of Drosophila melanogaster From a Latitudinal Cline. Genetics, 146, 881–847 

890. https://academic.oup.com/genetics/article/146/3/881/6053954 848 

Jasilioniene, A., Jdanov, D. A., Sobotka, T., Andreev, E. M., Zeman, K., & Shkolnikov, V. M. 849 

(2015). Methods Protocol for the Human Fertility Database. In Max Planck Institute for 850 

Demographic Research. http://www.humanfertility.org/Docs/methods.pdf 851 

Jimenez, A. G. (2016). Physiological underpinnings in life-history trade-offs in man’s most 852 

popular selection experiment: the dog. Journal of Comparative Physiology B: Biochemical, 853 

Systemic, and Environmental Physiology, 186(7), 813–827. https://doi.org/10.1007/s00360-854 

016-1002-4 855 

Jones, O. R., Scheuerlein, A., Salguero-Gómez, R., Camarda, C. G., Schaible, R., Casper, B. B., 856 

Dahlgren, J. P., Ehrlén, J., García, M. B., Menges, E. S., Quintana-Ascencio, P. F., Caswell, 857 

H., Baudisch, A., & Vaupel, J. W. (2014). Diversity of ageing across the tree of life. Nature, 858 

505(7482), 169–173. https://doi.org/10.1038/nature12789 859 

Jongejans, E., de Kroon, H., Tuljapurkar, S., & Shea, K. (2010). Plant populations track rather 860 

than buffer climate fluctuations. Ecology Letters, 13(6), 736–743. 861 

https://doi.org/10.1111/j.1461-0248.2010.01470.x 862 

Jouvet, L., Rodríguez-Rojas, A., & Steiner, U. K. (2018). Demographic variability and 863 

heterogeneity among individuals within and among clonal bacteria strains. Oikos, 127(5), 864 

728–737. https://doi.org/10.1111/oik.04292 865 

Kajin, M., Cerqueira, R., Vieira, M. V, & Gentile, R. (2008). Nine-year demography of the 866 

black-eared opossum Didelphis aurita (Didelphimorphia: Didelphidae) using life tables. 867 

Revista Brasileira de Zoologia, 25(2), 206–213. 868 



37 
 

Kapali, G. P., Callier, V., Gascoigne, S. J. L., Harrison, J. F., & Shingleton, A. W. (2022). The 869 

steroid hormone ecdysone regulates growth rate in response to oxygen availability. 870 

Scientific Reports, 0123456789, 1–10. https://doi.org/10.1038/s41598-022-08563-9 871 

Kendall, B. E., Fujiwara, M., Diaz-Lopez, J., Schneider, S., Voigt, J., & Wiesner, S. (2019). 872 

Persistent problems in the construction of matrix population models. Ecological Modelling, 873 

406(March), 33–43. https://doi.org/10.1016/j.ecolmodel.2019.03.011 874 

King, J. G., & Hadfield, J. D. (2019). The evolution of phenotypic plasticity when environments 875 

fluctuate in time and space. Evolution Letters, 3(1), 15–27. https://doi.org/10.1002/evl3.100 876 

Koons, D. N., Metcalf, C. J. E., & Tuljapurkar, S. (2008). Evolution of delayed reproduction in 877 

uncertain environments: A life-history perspective. American Naturalist, 172(6), 797–805. 878 

https://doi.org/10.1086/592867 879 

Koons, D. N., Pavard, S., Baudisch, A., & Metcalf, C. J. E. (2009). Is life-history buffering or 880 

lability adaptive in stochastic environments? Oikos, 118(7), 972–980. 881 

https://doi.org/10.1111/j.1600-0706.2009.16399.x 882 

Kvalnes, T., Saether, B. E., Engen, S., & Roulin, A. (2022). Density-dependent selection and the 883 

maintenance of colour polymorphism in barn owls. Proceedings of the Royal Society B: 884 

Biological Sciences, 289(1976). https://doi.org/10.1098/rspb.2022.0296 885 

Le Coeur, C., Yoccoz, N. G., Salguero-Gómez, R., & Vindenes, Y. (2022). Life history 886 

adaptations to fluctuating environments : Combined effects of demographic buffering and 887 

lability of demographic parameters. BioRxiv. 888 

Levin, S. C., Evers, S., Potter, T., Guerrero, M. P., Childs, D. Z., Compagnoni, A., Knight, T. 889 

M., & Salguero‐Gómez, R. (2022). Rpadrino: An R package to access and use PADRINO , 890 

an open access database of Integral Projection Models . Methods in Ecology and Evolution, 891 

2022(May), 1–7. https://doi.org/10.1111/2041-210x.13910 892 

Li, X., Jiang, G., Tian, H., Xu, L., Yan, C., Wang, Z., Wei, F., & Zhang, Z. (2015). Human 893 

impact and climate cooling caused range contraction of large mammals in China over the 894 

past two millennia. Ecography, 38(1), 74–82. https://doi.org/10.1111/ecog.00795 895 

Lind, M. I., Ravindran, S., Sekajova, Z., Carlsson, H., Hinas, A., & Maklakov, A. A. (2019). 896 

Experimentally reduced insulin/IGF-1 signaling in adulthood extends lifespan of parents 897 

and improves Darwinian fitness of their offspring. Evolution Letters, 3(2), 207–216. 898 

https://doi.org/10.1002/evl3.108 899 

López-Otín, C., Blasco, M. A., Partridge, L., Serrano, M., & Kroemer, G. (2013). The hallmarks 900 

of aging. Cell, 153(6), 1194. https://doi.org/10.1016/j.cell.2013.05.039 901 

Lustenhouwer, N., Moerman, F., Altermatt, F., Bassar, R. D., Bocedi, G., Bonte, D., Dey, S., 902 

Fronhofer, E. A., da Rocha, É. G., Giometto, A., Lancaster, L. T., Prather, R. B., 903 

Saastamoinen, M., Travis, J. M. J., Urquhart, C. A., Weiss-Lehman, C., Williams, J. L., 904 

Börger, L., & Berger, D. (2023). Experimental evolution of dispersal: Unifying theory, 905 



38 
 

experiments and natural systems. Journal of Animal Ecology, 92(6), 1113–1123. 906 

https://doi.org/10.1111/1365-2656.13930 907 

MacArthur, R. H., & Wilson, E. O. (1967). The Theory of Island Biogeography. Princeton 908 

University Press. 909 

Marques, G. M., Augustine, S., Lika, K., Pecquerie, L., Domingos, T., & Kooijman, S. A. L. M. 910 

(2018). The AmP project: Comparing species on the basis of dynamic energy budget 911 

parameters. PLoS Computational Biology. https://doi.org/10.1371/journal.pcbi.1006100 912 

Masson-Delmotte, V., Zhai, P., Pirani, A., Connors, S. L., Péan, C., Berger, S., Caud, N., Chen, 913 

Y., Goldfarb, L., Gomis, M. I., Huang, M., Leitzell, K., Lonnoy, E., Matthews, J. B. R., 914 

Maycock, T. K., Waterfield, T., Yelekçi, O., Yu, R., & Zhou, B. (2021). IPCC: Climate 915 

Change 2021: The Physical Science Basis. Cambridge University Press. In Press. 916 

McDonald, J. L., Franco, M., Townley, S., Ezard, T. H. G., Jelbert, K., & Hodgson, D. J. (2017). 917 

Divergent demographic strategies of plants in variable environments. Nature Ecology and 918 

Evolution, 1(2). https://doi.org/10.1038/s41559-016-0029 919 

McDonald, J. M. C., Ghosh, S. M., Gascoigne, S. J. L., & Shingleton, A. W. (2018). Plasticity 920 

through canalization: The contrasting effect of temperature on trait size and growth in 921 

Drosophila. Frontiers in Cell and Developmental Biology, 6(NOV). 922 

https://doi.org/10.3389/fcell.2018.00156 923 

McDonald, J. M. C., Nabili, P., Thorsen, L., Jeon, S., & Shingleton, A. W. (2021). Sex-specific 924 

plasticity and the nutritional geometry of insulin-signaling gene expression in Drosophila 925 

melanogaster. EvoDevo, 12(1), 1–17. https://doi.org/10.1186/s13227-021-00175-0 926 

Metcalf, C. J. E. (2016). Invisible trade-offs: Van Noordwijk and de Jong and life-history 927 

evolution. American Naturalist, 187(4), 3–5. https://doi.org/10.1086/685487 928 

Morris, W. F., & Doak, D. F. (2004). Buffering of Life Histories against Environmental 929 

Stochasticity: Accounting for a Spurious Correlation between the Variabilities of Vital 930 

Rates and Their Contributions to Fitness. American Naturalist, 163(4), 579–590. 931 

https://doi.org/10.1086/382550 932 

Morris, W. F., Pfister, C. A., Tuljapurkar, S., Haridas, C. V., Boggs, C. L., Boyce, M. S., Bruna, 933 

E. M., Church, D. R., Coulson, T., Doak, D. F., Forsyth, S., Gaillard, J. M., Horvitz, C. C., 934 

Kalisz, S., Kendall, B. E., Knight, T. M., Lee, C. T., & Menges, E. S. (2008). Longevity can 935 

buffer plant and animal populations against changing climatic variability. Ecology, 89(1), 936 

19–25. http://www.esajournals.org/doi/pdf/10.1890/07-0774.1 937 

Newton, I., & Rothery, P. (1997). Senescence and reproductive value in Sparrowhawks. Ecology, 938 

78(4), 1000–1008. https://doi.org/10.1890/0012-9658(1997)078[1000:SARVIS]2.0.CO;2 939 

Ni, K., Spiess, A. N., Schuppe, H. C., & Steger, K. (2016). The impact of sperm protamine 940 

deficiency and sperm DNA damage on human male fertility: a systematic review and meta-941 

analysis. Andrology, 4(5), 789–799. https://doi.org/10.1111/andr.12216 942 



39 
 

Nielsen, J., Hedeholm, R. B., Heinemeier, J., Bushnell, P. G., Christiansen, J. S., Olsen, J., 943 

Ramsey, C. B., Brill, R. W., Simon, M., Steffensen, K. F., & Steffensen, J. F. (2016). Eye 944 

lens radiocarbon reveals centuries of longevity in the Greenland shark (Somniosus 945 

microcephalus). Science, 353(6300), 702–704. https://doi.org/10.1126/science.aaf3617 946 

Noda, I. (1960). The emergence of winged viviparous female in aphid VI. Difference in the rate 947 

of development between the winged and the unwinged forms. Japanese Journal of Ecology, 948 

10(3), 97–102. 949 

Noordwijk, A. J., & de Jong, G. (1986). Acquisition and allocation of resources: their influence 950 

on variation in life history tactics. American Naturalist, 128(1), 137–142. 951 

Ozgul, A., Fichtel, C., Paniw, M., & Kappeler, P. M. (2023). Destabilizing effect of climate 952 

change on the persistence of a short-lived primate. Proceedings of the National Academy of 953 

Sciences of the United States of America, 120(14). https://doi.org/10.1073/pnas.2214244120 954 

Paniw, M., Maag, N., Cozzi, G., Clutton-Brock, T., & Ozgul, A. (2019). Life history responses 955 

of meerkats to seasonal changes in extreme environments. Science, 363(6427), 631–635. 956 

https://doi.org/10.1126/science.aau5905 957 

Paniw, M., Ozgul, A., & Salguero-Gómez, R. (2018). Interactive life-history traits predict 958 

sensitivity of plants and animals to temporal autocorrelation. Ecology Letters, 21(2), 275–959 

286. https://doi.org/10.1111/ele.12892 960 

Pape Møller, A., & Thornhill, R. (1998). Male parental care, differential parental investment by 961 

females and sexual selection. Anim. Behav, 55, 1507–1515. 962 

Paris, J. R., Whiting, J. R., Daniel, M. J., Ferrer Obiol, J., Parsons, P. J., van der Zee, M. J., 963 

Wheat, C. W., Hughes, K. A., & Fraser, B. A. (2022). A large and diverse autosomal 964 

haplotype is associated with sex-linked colour polymorphism in the guppy. Nature 965 

Communications, 13(1). https://doi.org/10.1038/s41467-022-28895-4 966 

Park, J. S. (2019). Cyclical environments drive variation in life-history strategies: A general 967 

theory of cyclical phenology. Proceedings of the Royal Society B: Biological Sciences, 968 

286(1898). https://doi.org/10.1098/rspb.2019.0214 969 

Park, J. S., & Post, E. (2022). Seasonal timing on a cyclical Earth: Towards a theoretical 970 

framework for the evolution of phenology. PLoS Biology, 20(12). 971 

https://doi.org/10.1371/journal.pbio.3001952 972 

Park, J. S., & Wootton, J. T. (2021). Slower environmental cycles maintain greater life-history 973 

variation within populations. Ecology Letters, 24(11), 2452–2463. 974 

https://doi.org/10.1111/ele.13867 975 

Parker, N. F., & Shingleton, A. W. (2011). The coordination of growth among Drosophila organs 976 

in response to localized growth-perturbation. Developmental Biology. 977 

https://doi.org/10.1016/j.ydbio.2011.07.002 978 

Pearl, R. (1925). The biology of population growth. Alfred A. Knopf. 979 



40 
 

Pfister, C. A. (1998). Patterns of variance in stage-structured populations: Evolutionary 980 

predictions and ecological implications. Proceedings of the National Academy of Sciences 981 

of the United States of America, 95(1), 213–218. https://doi.org/10.1073/pnas.95.1.213 982 

Pick, J. (2023). Why should we quantify fitness in terms of the number of zygotes and not 983 

recruits? 8th Meeting of the Evolutionary Demography Society. 984 

Potter, T., Arendt, J., Bassar, R. D., Watson, B., Bentzen, P., Travis, J., & Reznick, D. N. (2023). 985 

Female preference for rare males is maintained by indirect selection in Trinidadian guppies. 986 

Science, 380(6642), 309–312. https://doi.org/10.1126/science.ade5671 987 

Regan, J. C., Froy, H., Walling, C. A., Moatt, J. P., & Nussey, D. H. (2020). Dietary restriction 988 

and insulin-like signalling pathways as adaptive plasticity: A synthesis and re-evaluation. 989 

Functional Ecology, 34(1), 107–128. https://doi.org/10.1111/1365-2435.13418 990 

Revell, L. J. (2009). Size-correction and principal components for interspecific comparative 991 

studies. Evolution, 63(12), 3258–3268. https://doi.org/10.1111/j.1558-5646.2009.00804.x 992 

Roberts, W. A. (2002). Are animals stuck in time? Psychological Bulletin, 128(3), 473–489. 993 

https://doi.org/10.1037/0033-2909.128.3.473 994 

Rodríguez-Caro, R. C., Graciá, E., Blomberg, S. P., Cayuela, H., Grace, M., Carmona, C. P., 995 

Pérez-Mendoza, H. A., Giménez, A., & Salguero-Gómez, R. (2023). Anthropogenic 996 

impacts on threatened species erode functional diversity in chelonians and crocodilians. 997 

Nature Communications, 14(1). https://doi.org/10.1038/s41467-023-37089-5 998 

Roff, D. A. (2002). Life history evolution: Vol. (No. 576.5. 999 

Roper, M., Capdevila, P., & Salguero-Gómez, R. (2021). Senescence: Why and where selection 1000 

gradients might not decline with age. Proceedings of the Royal Society B: Biological 1001 

Sciences, 288(1955). https://doi.org/10.1098/rspb.2021.0851 1002 

Roper, M., Green, J. P., Salguero-Gómez, R., & Bonsall, M. B. (2023). Inclusive fitness forces 1003 

of selection in an age-structured population. Communications Biology, 6(1). 1004 

https://doi.org/10.1038/s42003-023-05260-9 1005 

Sæther, B. E. (1997). Environmental stochasticity and population dynamics of large herbivores: a 1006 

search for mechanisms. Trends in Ecology & Evolution, 7(96), 143–149. 1007 

Sæther, B. E., Engen, S., Islam, A., McCleery, R., & Perrins, C. (1998). Environmental 1008 

stochasticity and extinction risk in a population of a small songbird, the great tit. American 1009 

Naturalist, 151(5), 441–450. https://doi.org/10.1086/286131 1010 

Salguero-Gómez, R., Jackson, J., & Gascoigne, S. J. L. (2021). Four key challenges in the open-1011 

data revolution. Journal of Animal Ecology, 90(9), 2000–2004. 1012 

https://doi.org/10.1111/1365-2656.13567 1013 

Salguero-Gómez, R., Jones, O. R., Archer, C. R., Bein, C., de Buhr, H., Farack, C., Gottschalk, 1014 

F., Hartmann, A., Henning, A., Hoppe, G., Römer, G., Ruoff, T., Sommer, V., Wille, J., 1015 



41 
 

Voigt, J., Zeh, S., Vieregg, D., Buckley, Y. M., Che-Castaldo, J., … Vaupel, J. W. (2016). 1016 

COMADRE: A global data base of animal demography. Journal of Animal Ecology, 85(2), 1017 

371–384. https://doi.org/10.1111/1365-2656.12482 1018 

Salguero-Gómez, R., Jones, O. R., Blomberg, S. P., Hodgson, D. J., Zuidema, P. A., & Kroon, 1019 

H. De. (2017). Erratum: Fast–slow continuum and reproductive strategies structure plant 1020 

life-history variation worldwide (Proc Natl Acad Sci USA (2015) 113 (230–235) DOI: 1021 

10.1073/pnas.1506215112). Proceedings of the National Academy of Sciences of the United 1022 

States of America, 114(45), E9753. https://doi.org/10.1073/pnas.1717717114 1023 

Sanghvi, K., Iglesias-Carrasco, M., Zajitschek, F., Kruuk, L. E. B., & Head, M. L. (2022). 1024 

Effects of developmental and adult environments on ageing. Evolution, 76(8), 1868–1882. 1025 

https://doi.org/10.1111/evo.14567 1026 

Sanghvi, K., Vega-Trejo, R., Nakagawa, S., Gascoigne, S. J. L., Salguero-Gómez, R., Pizzari, T., 1027 

& Sepil, I. (2023). No general effects of advancing male age on ejaculates: a meta-analysis 1028 

across the animal kingdom. BioRxiv. https://doi.org/10.1101/2023.04.14.536443 1029 

Sanghvi, K., Zajitschek, F., Iglesias-Carrasco, M., & Head, M. L. (2021). Sex- and trait-specific 1030 

silver-spoon effects of developmental environments, on ageing. Evolutionary Ecology, 1031 

35(3), 367–385. https://doi.org/10.1007/s10682-021-10115-y 1032 

Sepil, I., Hopkins, B. R., Dean, R., Bath, E., Friedman, S., Solomon, B., Ostridge, H. J., Harper, 1033 

L., Buehner, N. A., Wolfner, M. F., Konietzny, R., Thezenas, M., Sandham, E., Charles, P. 1034 

D., Fischer, R., Steinhauer, J., Kessler, B., & Wigby, S. (2020). Male reproductive aging 1035 

arises via multifaceted mating-dependent sperm and seminal proteome declines, but is 1036 

postponable in Drosophila. Proceedings of the National Academy of Sciences, 117(29), 1037 

17094–17103. https://doi.org/10.5287/bodleian:zBwNGqEe1 1038 

Shingleton, A. W., Das, J., Vinicius, L., & Stern, D. L. (2005). The temporal requirements for 1039 

insulin signaling during development in Drosophila. PLoS Biology, 3(9), 1607–1617. 1040 

https://doi.org/10.1371/journal.pbio.0030289 1041 

Shingleton, A. W., Frankino, W. A., Flatt, T., Nijhout, H. F., & Emlen, D. J. (2007). Size and 1042 

shape: The developmental regulation of static allometry in insects. BioEssays, 29(6), 536–1043 

548. https://doi.org/10.1002/bies.20584 1044 

Simmonds, E. G., & Jones, O. R. (2023). Uncertainty propagation in matrix population models: 1045 

gaps, importance, and guidelines. BioRxiv. https://doi.org/10.1101/2023.08.25.554793 1046 

Simmons, L. W., & Emlen, D. J. (2006). Evolutionary trade-off between weapons and testes. 1047 

Proceedings of the National Academy of Sciences of the United States of America, 103(44), 1048 

16346–16351. https://doi.org/10.1073/pnas.0603474103 1049 

Skinner, M. K. (2016). Epigenetic transgenerational inheritance. Nature Reviews Endocrinology, 1050 

12(2), 68. https://doi.org/10.1038/nrendo.2015.206 1051 



42 
 

Smith, J. M. (1983). Models of evolution. Proc. R. Soc. Lond. B, 219, 315–325. 1052 

https://www.jstor.org/stable/35853 1053 

Snell-Rood, E. C. (2013). An overview of the evolutionary causes and consequences of 1054 

behavioural plasticity. Animal Behaviour, 85(5), 1004–1011. 1055 

https://doi.org/10.1016/j.anbehav.2012.12.031 1056 

Snell-Rood, E. C., & Moczek, A. P. (2012). Insulin signaling as a mechanism underlying 1057 

developmental plasticity: The role of FOXO in a nutritional polyphenism. PLoS ONE, 7(4). 1058 

https://doi.org/10.1371/journal.pone.0034857 1059 

Snyder, R. E., & Ellner, S. P. (2018). Pluck or luck: Does trait variation or chance drive variation 1060 

in lifetime reproductive success? American Naturalist, 191(4), E90–E107. 1061 

https://doi.org/10.1086/696125 1062 

Snyder, R. E., & Ellner, S. P. (2022). Snared in an Evil Time: How Age-Dependent 1063 

Environmental and Demographic Variability Contribute to Variance in Lifetime Outcomes. 1064 

American Naturalist, 200(3), E124–E140. https://doi.org/10.1086/720411 1065 

Stearns, S. (1992). The evolution of life histories. Oxford University Press. 1066 

Stearns, S. C. (1983). The Influence of Size and Phylogeny on Patterns of Covariation among 1067 

Life-History Traits in the Mammals. Oikos, 41(2), 173–187. 1068 

Stearns, S. C. (1989). Trade-Offs in Life-History Evolution. Functional Ecology, 3(3), 259–268. 1069 

Stearns, S. C., & Medzhitov, R. (2015). Evolutionary Medicine. Oxford University Press. 1070 

Steiner, U. K., & Tuljapurkar, S. (2012). Neutral theory for life histories and individual 1071 

variability in fitness components. Proceedings of the National Academy of Sciences, 1072 

109(12), 4684–4689. https://doi.org/10.1073/pnas.1018096109 1073 

Steiner, U. K., & Tuljapurkar, S. (2023). Adaption, neutrality and life-course diversity. In 1074 

Ecology Letters (Vol. 26, Issue 4, pp. 540–548). John Wiley and Sons Inc. 1075 

https://doi.org/10.1111/ele.14174 1076 

Steiner, U. K., Tuljapurkar, S., & Coulson, T. (2014). Generation Time, Net Reproductive Rate, 1077 

and Growth in Stage-Age-Structured Populations. The American Naturalist, 183(6). 1078 

https://doi.org/10.5061/dryad.3m5fc 1079 

Steiner, U. K., Tuljapurkar, S., & Roach, D. A. (2021). Quantifying the effect of genetic, 1080 

environmental and individual demographic stochastic variability for population dynamics in 1081 

Plantago lanceolata. Scientific Reports, 11(1). https://doi.org/10.1038/s41598-021-02468-9 1082 

Stott, I., Salguero-Gómez, R., Jones, O., Ezard, T., Gaillard, J.-M., Gamelon, M., Hodgson, D., 1083 

Lachish, S., Lebreton, J.-D., & Simmonds, E. G. (2023). Beyond the fast-slow continuum of 1084 

life histories. https://doi.org/10.22541/au.169029175.51225048/v1 1085 



43 
 

Sultan, S. E., & Spencer, H. G. (2002). Metapopulation Structure Favors Plasticity over Local 1086 

Adaptation. The American Naturalist, 160(2), 271–283. 1087 

http://www.journals.uchicago.edu/t-and-c 1088 

Sutherland, W. J., Freckleton, R. P., Godfray, H. C. J., Beissinger, S. R., Benton, T., Cameron, 1089 

D. D., Carmel, Y., Coomes, D. A., Coulson, T., Emmerson, M. C., Hails, R. S., Hays, G. C., 1090 

Hodgson, D. J., Hutchings, M. J., Johnson, D., Jones, J. P. G., Keeling, M. J., Kokko, H., 1091 

Kunin, W. E., … Wiegand, T. (2013). Identification of 100 fundamental ecological 1092 

questions. Journal of Ecology, 101(1), 58–67. https://doi.org/10.1111/1365-2745.12025 1093 

Takada, T., Kawai, Y., & Salguero-Gómez, R. (2018). A cautionary note on elasticity analyses in 1094 

a ternary plot using randomly generated population matrices. Population Ecology, 60(1–2), 1095 

37–47. https://doi.org/10.1007/s10144-018-0619-4 1096 

Travis, J. M. J., Mynard, P., & Bocedi, G. (2021). Evolution of reduced dormancy during range 1097 

expansions. BioRxiv. https://doi.org/10.1101/2021.10.11.463894 1098 

Tuljapurkar, S. (1989). An uncertain life: Demography in random environments. Theoretical 1099 

Population Biology, 35(3), 227–294. https://doi.org/10.1016/0040-5809(89)90001-4 1100 

Tuljapurkar, S. (1990). Population dynamics in variable environments. Springer-Verlag. 1101 

Tuljapurkar, S. (2023). From the past into the future. 8th Meeting of the Evolutionary 1102 

Demography Society. 1103 

Tuljapurkar, S., Gaillard, J. M., & Coulson, T. (2009). From stochastic environments to life 1104 

histories and back. Philosophical Transactions of the Royal Society B: Biological Sciences, 1105 

364(1523), 1499–1509. https://doi.org/10.1098/rstb.2009.0021 1106 

Tuljapurkar, S., & Haridas, C. V. (2006). Temporal autocorrelation and stochastic population 1107 

growth. Ecology Letters, 9(3), 327–337. https://doi.org/10.1111/j.1461-0248.2006.00881.x 1108 

Tuljapurkar, S., & Istock, C. (1993). Environmental Uncertainty and Variable Diapause. 1109 

Theoretical Population Biology, 43, 251–280. 1110 

Tuljapurkar, S., Steiner, U. K., & Orzack, S. H. (2009). Dynamic heterogeneity in life histories. 1111 

In Ecology Letters (Vol. 12, Issue 1, pp. 93–106). https://doi.org/10.1111/j.1461-1112 

0248.2008.01262.x 1113 

van Daalen, S. F., & Caswell, H. (2017). Lifetime reproductive output: individual stochasticity, 1114 

variance, and sensitivity analysis. Theoretical Ecology, 10(3), 355–374. 1115 

https://doi.org/10.1007/s12080-017-0335-2 1116 

van Daalen, S. F., & Caswell, H. (2020a). Variance as a life history outcome: Sensitivity analysis 1117 

of the contributions of stochasticity and heterogeneity. Ecological Modelling, 417, 108856. 1118 

https://doi.org/10.1016/j.ecolmodel.2019.108856 1119 



44 
 

van Daalen, S. F., & Caswell, H. (2020b). Variance as a life history outcome: Sensitivity analysis 1120 

of the contributions of stochasticity and heterogeneity. Ecological Modelling, 417. 1121 

https://doi.org/10.1016/j.ecolmodel.2019.108856 1122 

Van De Walle, J., Fay, R., Gaillard, J. M., Pelletier, F., Hamel, S., Gamelon, M., Barbraud, C., 1123 

Blanchet, F. G., Blumstein, D. T., Charmantier, A., Delord, K., Larue, B., Martin, J., Mills, 1124 

J. A., Milot, E., Mayer, F. M., Rotella, J., Saether, B. E., Teplitsky, C., … Jenouvrier, S. 1125 

(2023). Individual life histories: neither slow nor fast, just diverse. Proceedings of the Royal 1126 

Society B: Biological Sciences, 290(2002). https://doi.org/10.1098/rspb.2023.0511 1127 

Van Valen, L. (1973). 19. A New Evolutionary Law. In Foundations of Macroecology (pp. 284–1128 

314). University of Chicago Press. 1129 

Varas Enríquez, P. J., Van Daalen, S., & Caswell, H. (2022). Individual stochasticity in the life 1130 

history strategies of animals and plants. PLoS ONE, 17(9 September). 1131 

https://doi.org/10.1371/journal.pone.0273407 1132 

Vasseur, D. A., DeLong, J. P., Gilbert, B., Greig, H. S., Harley, C. D. G., McCann, K. S., 1133 

Savage, V., Tunney, T. D., & O’Connor, M. I. (2014). Increased temperature variation 1134 

poses a greater risk to species than climate warming. Proceedings of the Royal Society B: 1135 

Biological Sciences, 281(1779). https://doi.org/10.1098/rspb.2013.2612 1136 

Vinton, A. C., Gascoigne, S. J. L., Sepil, I., & Salguero-Gómez, R. (2022). Plasticity’s role in 1137 

adaptive evolution depends on environmental change components. Trends in Ecology and 1138 

Evolution, 37(12), 1067–1078. https://doi.org/10.1016/j.tree.2022.08.008 1139 

Vinton, A. C., Gascoigne, S. J. L., Sepil, I., & Salguero-Gómez, R. (2023). The importance of 1140 

spatial and temporal structure in determining the interplay between plasticity and evolution. 1141 

Trends in Ecology and Evolution, 38(3), 221–223. 1142 

https://doi.org/10.1016/j.tree.2022.12.009 1143 

Vitalis, R., Rousset, F., Kobayashi, Y., Olivieri, I., & Gandon, S. (2013). The joint evolution of 1144 

dispersal and dormancy in a metapopulation with local extinctions and kin competition. 1145 

Evolution, 67(6), 1676–1691. https://doi.org/10.1111/evo.12069 1146 

Wang, H. Y., Shen, S. F., Chen, Y. S., Kiang, Y. K., & Heino, M. (2020). Life histories 1147 

determine divergent population trends for fishes under climate warming. Nature 1148 

Communications, 11(1). https://doi.org/10.1038/s41467-020-17937-4 1149 

West-Eberhard, M. J. (2003). Developmental plasticity and evolution. Oxford University Press. 1150 

Westneat, D. F., Walters, A., McCarthy, T. M., Hatch, M. I., & Hein, W. K. (2000). Alternative 1151 

mechanisms of nonindependent mate choice. Animal Behaviour, 59(3), 467–476. 1152 

https://doi.org/10.1006/anbe.1999.1341 1153 

Wigby, S., Brown, N. C., Allen, S. E., Misra, S., Sitnik, J. L., Sepil, I., Clark, A. G., & Wolfner, 1154 

M. F. (2020). The Drosophila seminal proteome and its role in postcopulatory sexual 1155 



45 
 

selection: Drosophila seminal fluid proteins. Philosophical Transactions of the Royal 1156 

Society B: Biological Sciences, 375(1813). https://doi.org/10.1098/rstb.2020.0072 1157 

Wilmoth, J. R., Andreev, K., Jdanov, D., & Glei, D. A. (2007). Methods Protocol for the Human 1158 

Mortality Database. Database, 2007(June 2000), 1–80. 1159 

Wilson, A. J., Réale, D., Clements, M. N., Morrissey, M. M., Postma, E., Walling, C. A., Kruuk, 1160 

L. E. B., & Nussey, D. H. (2010). An ecologist’s guide to the animal model. Journal of 1161 

Animal Ecology, 79(1), 13–26. https://doi.org/10.1111/j.1365-2656.2009.01639.x 1162 

Wong, G. K. L., & Jim, C. Y. (2017). Urban-microclimate effect on vector mosquito abundance 1163 

of tropical green roofs. Building and Environment, 112, 63–76. 1164 

https://doi.org/10.1016/j.buildenv.2016.11.028 1165 

Wood, A., Gascoigne, S. J. L., Gambetta, G. A., Jeffers, E., & Coulson, T. (2023). Seasonal 1166 

weather impacts wine quality in Bordeaux. IScience. 1167 

Xue, B., & Leibler, S. (2018). Benefits of phenotypic plasticity for population growth in varying 1168 

environments. Proceedings of the National Academy of Sciences, 115(50), 12745–12750. 1169 

https://doi.org/10.1073/pnas.1813447115 1170 

Zentall, T. R. (2005). Animals may not be stuck in time. Learning and Motivation, 36(2 SPEC. 1171 

ISS.), 208–225. https://doi.org/10.1016/j.lmot.2005.03.001 1172 

Zera, A. J., & Harshman, L. G. (2001). The Physiology of Life History Trade-Offs in Animals. 1173 

Annual Review of Ecological Systems, 32, 95–126. 1174 

https://digitalcommons.unl.edu/bioscizera/15 1175 

Zera, A. J., & Zhao, Z. (2006). Intermediary metabolism and life-history trade-offs: Differential 1176 

metabolism of amino acids underlies the dispersal-reproduction trade-off in a wing-1177 

polymorphic cricket. American Naturalist. https://doi.org/10.1086/503578 1178 

  1179 

 1180 

 1181 


