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Abstract

In order to locate the mobile robots in three-dimensional indoor environment, mostly global navigation satellite system-denied

space, a monocular visual space positioning algorithm based on deep neural network is proposed. First, we employ the lightweight

YOLOv5 algorithm for target detection, and the LibTorch deep learning framework is used for model deployment to improve

the inference speed. Moreover, a multi-layer perceptron (MLP) neural network with four inputs and two outputs is constructed,

which regress the coordinates of the robot in the field coordinate system to complete the target localization, and this method

is compared with the mathematical model solving algorithm to reflect the accuracy and superiority of positioning algorithm

based on deep neural network. The proposed positioning and tracking system has been successfully applied to ICRA robot

competition, and results show that the positioning error estimated by our method is within 10cm whilst having good real-time

performance.
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ABSTRACT In order to locate the mobile robots in three-dimensional indoor environment, mostly global 

navigation satellite system-denied space, a monocular visual space positioning algorithm based on deep 

neural network is proposed. First, we employ the lightweight YOLOv5 algorithm for target detection, and 

the LibTorch deep learning framework is used for model deployment to improve the inference speed. 

Moreover, a multi-layer perceptron (MLP) neural network with four inputs and two outputs is constructed, 

which regress the coordinates of the robot in the field coordinate system to complete the target localization, 

and this method is compared with the mathematical model solving algorithm to reflect the accuracy and 

superiority of positioning algorithm based on deep neural network. The proposed positioning and tracking 

system has been successfully applied to ICRA robot competition, and results show that the positioning error 

estimated by our method is within 10cm whilst having good real-time performance. 

Keywords: YOLOv5; Neural networks; LibTorch; Target localization; Tracking   

1. INTRODUCTION 

Spatial positioning technology is one of the important 

research hotspots in the field of computer vision, which has 

been widely applied in autonomous driving, mobile robots, 

aerospace and other fields. Among the vision-based 

positioning methods, monocular visual positioning 

technology can only use one camera to complete the 

positioning work. Compared with multi-ocular visual 

positioning, it has the advantages of simple structure, high 

stability and good real-time performance [1]. Therefore, it 

is of practical significance and application value to carry 

out research on localization technology based on monocular 

vision. 

Most of the traditional monocular vision positioning 

methods are based on the geometric principle. By 

establishing an appropriate model and combining the 

imaging process of the camera, the object's position and 

attitude can be solved. The most classic approach is the n-

point Perspective solution (Perspective-n-Point, PnP) [2]. It 

used the projection relationship between n feature points in 

the image and their corresponding spatial points to 

determine the pose and position of the target relative to the 

camera, which is widely used in the field of computer 

vision. However, PnP solution has some disadvantages such 

as low accuracy and poor stability. Zhi et al. [3] proposed a 

real-time image registration and the target localization 

algorithm. This algorithm using improved ORB (Oriented 

FAST and Rotated BRIEF) to extract features, and use 

RANSAC algorithm to achieve precise matching and the 

transformation of the model parameters, CUDA is used to 

improve the real-time performance of localization, but the 

algorithm is highly dependent on the matching accuracy. 

Monocular visual localization technology is also widely 

used in SLAM (Simultaneous Localization and Mapping). 

For example, MonoSLAM algorithm, LSD-SLAM 

algorithm, ORB-SLAM algorithm and their improved 

algorithms have achieved good accuracy and effect in 

monocular visual positioning system. Liu et al. [4] 

proposed an algorithm combining object detection with 

ORB-SLAM2. It applies YOLOv4 target detection to the 

global mapping process, and uses ORB-SLAM2 for global 

mapping to determine the position and pose of the object in 

the world coordinate system, which provides more effective 

information for the positioning process. However, the 

internal parameters of the model established by this method 

are relatively large. For traditional methods, they require 

accurate mathematical models, which are relatively 

complex to solve. When the scenes are changing, the 

parameters need to be adjusted to meet new demands. At 

the same time, the adaptability and generalization ability of 

the traditional methods will be weak in the environment 

with many targets and complex background [5]. 

With the rapid development of deep learning, many 

localization algorithms based on neural networks have 

gradually emerged [6]. Taira et al. [7] proposed the InLoc 

method. It used multi-scale dense CNN features to achieve 

dense matching and performed pose verification through 

virtual view synthesis, which surpassing the highest level of 

indoor positioning accuracy at that time. However, this 

method still lacks enough information on pose selection. 

https://xueshu.studiodahu.com/citations?user=98tl7X4AAAAJ&hl=zh-CN&oi=sra
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Kendall et al. [8] proposed an end-to-end network PoseNet. 

A single picture could directly output the pose information 

after passing through this network, which could control the 

positioning error of indoor scenes within 0.5m. However, this 

algorithm could only predict the pose between frames, and its 

generalization ability and robustness were poor. In order to 

make full use of the information of sequence frames, Wang 

et al. [9] proposed the ESP-VO network model, which used 

deep recursive convolutional neural networks (RCNNs) to 

train and configure in an end-to-end manner. It could directly 

calculate the pose from a series of original RGB images, thus 

improving the positioning effect. However, the accuracy and 

robustness of this model need to be further improved. In 

addition, there are also localization methods that use neural 

networks for coordinate regression. In addition, Brachmann 

et al. [10] proposed a visual localization method based on 

neural network regression of scene coordinates DSAC++, 

which solved the visual localization problem and achieved 

high localization accuracy by learning the regression part of 

image scene coordinates and using local linearization to 

effectively optimize the poses, but the image information that 

can be utilized is limited. Sarlin et al. [11] proposed a 

scenario agnostic network called PixLoc. It learned data prior 

information from pixel to pose by end-to-end training, and 

optimized pose by separating model parameters and scene 

geometry. It could be used for accurate positioning of 

multiple scenes, but the algorithm needs good initialization 

and is susceptible to changes in perspective. Compared with 

traditional positioning methods, positioning algorithm based 

on neural network can obtain more accurate positioning and 

better generalization performance through end-to-end 

learning without establishing complex geometric models, 

which is a research hotspot of current visual positioning 

algorithms [12]. The above localization algorithms based on 

neural networks have achieved good localization results, but 

there are still some problems, such as it is difficult to achieve 

high positioning accuracy for dynamic objects, and the 

process of obtaining or labeling training data is cumbersome. 

Based on the requirements of easy installation, high 

accuracy and fast speed of the sentry system in ICRA 

Artificial Intelligence Challenge, this paper proposes a 

monocular visual positioning and tracking system based on 

neural network. It uses the information obtained from target 

detection to establish MLP regression model to obtain the 

coordinates of the robot in the field, which can achieve better 

accuracy and speed for robot localization in the process of 

movement. The effectiveness and accuracy are verified in the 

robot competitions.  

2. APPLICATION SCENARIOS 

The ICRA Artificial Intelligence Challenge adopts the 

form of automatic shooting confrontation between the red 

and blue robots. Our robots need to sense the battlefield 

environment, find and hit the enemy robots' armor to win. In 

order to accurately obtain the enemy's position, the sentry 

system is required to provide the robot with the coordinate 

information of the opponent in the field. 

The competition field is shown in Figure 1. The robot, 

armor area and visual tags are all marked in Figure 1. The 

sentry system consisting of cameras is fixedly placed on the 

brackets on both sides of the diagonal of the field to ensure 

that the whole field of vision can be captured. 

FIGURE 1.  ICRA robot competition field 

 

In order to ensure the real-time and accuracy of 

localization, the lightweight GhostNet-yolov5 algorithm is 

used in the target detection part, and the traditional 

mathematical solution method and MLP neural network 

algorithm are respectively used in the spatial localization part 

for two groups of comparison experiments. The overall 

architecture of the positioning system is shown in Figure 2.  

FIGURE 2. The overall architecture of positioning system 

  

The image is predicted by Ghostnet-yolov5 model and the 

detection information of the robots can be obtained. The 

center point coordinates of the bounding box are used to 

solve the site coordinates of the target by mathematical 

solution algorithm. On the other hand, the coordinate value 

of the upper left corner, width and height of the bounding 

box are used as input of MLP neural network to regression 

the target's site coordinates. Through the comparison of the 

two methods, the superiority of the neural network algorithm 
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in positioning is verified and the coordinates of the robot in 

the field are determined. 

3. YOLO v5 OBJECT DETECTION ALGORITHM  

Object detection is a prerequisite for accurate spatial 

localization. Commonly used deep learning object detection 

algorithms include two-stage object detection algorithm 

(such as Faster R-CNN) and one-stage object detection 

algorithm (such as YOLO series). Compared with the two-

stage algorithm, YOLO series can directly regression the 

category, confidence degree and location of the target 

through the network, with fast detection speed and strong 

advantages in model deployment. Since YOLOv1 was 

proposed in 2016, YOLO series has been continuously 

updated and improved [13-15], and has been widely used in 

intelligent transportation, defect detection, face recognition 

and other scenes. Therefore, this paper adopts the latest 

YOLOv5 for object detection, providing algorithm support 

for subsequent spatial localization. 

The YOLOv5 algorithm inputs the entire image into the 

network, and directly returns the position and category of the 

bounding box at the output layer by meshing the image. The 

network structure of YOLOv5 is divided into four parts: 

input layer, Backbone, Neck network and prediction layer. 

The input layer uses Mosaic data enhancement, adaptive 

anchor calculation and adaptive scaling of the image to 

improve the speed and robustness of target detection. The 

Backbone part uses a series of convolutional neural networks, 

including normal convolution, Focus, BottleneckCSP and 

SPP structures to extract the features of the image and 

increase the acceptance range of the backbone features. The 

Neck network uses the FPN + PAN network structure to 

aggregate features, which strengthens the feature information 

of the network and pass it to the prediction layer [16]. The 

CIOU loss function and weighted NMS non-maximum 

suppression are used at the prediction layer to generate the 

output results and improve the detection accuracy.  

In this paper, the structure of Yolov5s network is 

optimized, and two lightweight networks MobileNetV2 [17] 

and GhostNet [18] are respectively used as backbone 

networks to replace the original backbone for training and 

effect testing. MobileNetV2 follows the deepwise separable 

convolutions from MobileNetV1 network and introduces the 

inverted residual structure and linear bottleneck module. The 

inverted residual structure firstly uses 1×1 convolution to 

increase the dimension, then uses 3×3 deep convolution to 

extract features, and finally uses 1×1 point-by-point 

convolution to reduce the dimension, which strengthens the 

feature extraction ability of the network. The linear 

bottleneck layer uses linear convolution to replace the 

combination of original convolution and ReLU (Rectified 

Linear Unit) function [19], which helps to retain information. 

The MobileNetV2 network greatly reduces the computational 

cost while improving the accuracy. The core of GhostNet is 

Ghost module, which firstly uses ordinary convolution to 

obtain a small number of feature maps, then performs cheap 

operation to generate redundant feature maps, and finally 

uses concat operation to obtain feature maps of the same 

size as the original feature maps generated by these two 

steps. The SE attention module [20] is also added to 

GhostNet for better feature extraction. Compared with 

ordinary convolutional neural networks, the design of this 

module reduces the computation cost of network 

parameters.  

Figure 3 shows the structure of the yolov5s-MobileNetV2 

network. The original backbone network is replaced by 17 

inverse residual modules from MobileNetV2. The original 

Focus structure is replaced by the standard convolutional 

module, which consists of a convolutional BN layer and a 

SiLU activation function. Figure 4 shows the structure of 

yolov5s-GhostNet network. The backbone network consists 

of Focus structure, GhostBottleNeck structure, SE attention 

module and SPP structure. The backbone network uses Ghost 

module and SE attention module (named GhostBottleNeck) 

instead of the original C3 module. 

 

FIGURE 3. The structure of the yolov5s-MobileNetV2 network 
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FIGURE 4. The structure of the yolov5-GhostNet network 

 

4. OBJECT SPATIAL POSITION MODEL BASED ON 
MATHEMATICAL SOLUTION 

Based on the information of visual labels in the 

competition field, this paper designs a mathematical solution 

method. In the competition, the center point of the bounding 

box obtained by the target detection is used as the known 

pixel coordinates, the four corner points of the visual tags in 

the field are used as the feature points, then according to the 

transformation relationship between the pixel coordinate 

system, the camera coordinate system, the tag coordinate 

system and the world coordinate system, the absolute pose 

relationship between the target and the camera can be 

calculated. The coordinate system conversion equations in 

this process are as follows: 

1) Transformation of the pixel coordinate system to the 

camera coordinate system: let 𝐾 be the camera internal 

matrix, (u,v,1) is the pixel coordinate, 𝑓𝑥 is using pixels 

to describe the length of the focal length along the x-axis, 

𝑓𝑦  is using pixels to describe the length of the focal 

length along the y-axis, 𝑐𝑥 , 𝑐𝑦  is the principal point 

coordinates, and (𝑥𝑐 , 𝑦𝑐 , 𝑧𝑐) is the camera coordinate, by 

the formula (1): 

 

𝑧 [
𝑢
𝑣
1

] = [
𝑓𝑥  0   𝑐𝑥

0    𝑓𝑦  𝑐𝑦

0   0    1

] [

𝑥𝑐

𝑦𝑐

𝑧𝑐

] = 𝐾 [

𝑥𝑐

𝑦𝑐

𝑧𝑐

] (1) 

From formula (1), we can obtain the formula (2): 

 

[

𝑥𝑐

𝑦𝑐

𝑧𝑐

] = 𝐾−1𝑧 [
𝑢
𝑣
1

] (2) 

2） Let (𝑋𝑡𝑎𝑔, 𝑌𝑡𝑎𝑔, 𝑍𝑡𝑎𝑔)  be the tag coordinates (the 

direction of the tag coordinate system is shown in 

Figure 1), and 𝑅𝑡𝑎𝑔
𝑤 ,  𝑡𝑡𝑎𝑔

𝑤  be the rotation and 

translation from the label coordinate system to the 

camera coordinate system by the formula (3): 

 

[

𝑥𝑐

𝑦𝑐

𝑧𝑐

] = 𝑅𝑡𝑎𝑔
𝑐 [

𝑋𝑡𝑎𝑔

𝑌𝑡𝑎𝑔

𝑍𝑡𝑎𝑔

] + 𝑡𝑡𝑎𝑔
𝑐 (3) 

Next the formula (4) can be obtained: 

 

[

𝑋𝑡𝑎𝑔

𝑌𝑡𝑎𝑔

𝑍𝑡𝑎𝑔

] = 𝑅𝑡𝑎𝑔
𝑐 −1

[

𝑥𝑐

𝑦𝑐

𝑧𝑐

] − 𝑅𝑡𝑎𝑔
𝑐 −1

𝑡𝑡𝑎𝑔
𝑐 (4) 

3） Transformation of the tag coordinate system to the 

world coordinate system: The rotation and translation 

of the visual tags in the field transformed to the site 

coordinate system are represented by 𝑅𝑡𝑎𝑔
𝑤 , 𝑡𝑡𝑎𝑔

𝑤  

respectively, (𝑋𝑤, 𝑌𝑤 , 𝑍𝑤) is the world coordinate (the 

direction of the world coordinate system is shown in 

Figure 1), so we have the formula (5): 

 

[

𝑋𝑤

𝑌𝑤

𝑍𝑤

] = 𝑅𝑡𝑎𝑔
𝑤 [

𝑋𝑡𝑎𝑔

𝑌𝑡𝑎𝑔

𝑍𝑡𝑎𝑔

] + 𝑡𝑡𝑎𝑔
𝑤 (5) 

By substituting formula (4) and formula (2) into formula 

(5), we can obtain the formula (6): 

 

[

𝑋𝑤

𝑌𝑤

𝑍𝑤

] = 𝑅𝑡𝑎𝑔
𝑤 𝑅𝑡𝑎𝑔

𝑐 −1
𝐾−1𝑧 [

𝑢
𝑣
1

] − 𝑅𝑡𝑎𝑔
𝑤 𝑅𝑡𝑎𝑔

𝑐 −1
𝑡𝑡𝑎𝑔

𝑐 + 𝑡𝑡𝑎𝑔
𝑤 (6) 

2) Calculate the unknown parameters  𝑧 in formula (6): let 

𝑀 = 𝑅𝑡𝑎𝑔
𝑤 𝑅𝑡𝑎𝑔

𝑐 −1
𝐾−1 [

𝑢
𝑣
1

],  

𝑁 = −𝑅𝑡𝑎𝑔
𝑤 𝑅𝑡𝑎𝑔

𝑐 −1
𝑡𝑡𝑎𝑔

𝑐 + 𝑡𝑡𝑎𝑔
𝑤  , denote the elements in the 

third row and first column of M、N and the world 

coordinates (𝑋𝑤, 𝑌𝑤 , 𝑍𝑤) as M (3,1),  N (3,1) and 𝑧𝑤, then 

the formula (7) can be obtained by deformation: 

 

𝑧 = (𝑧𝑤 + 𝑁(3,1))/𝑀(3,1) (7) 
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Considering that all robots in the competition field can be 

regarded to be moving on the same horizontal plane, so 𝑧𝑤 

can be treated as 0 in formula (7). Through the above 

mathematical solution method, the value of world 

coordinates can be obtained according to the transformation 

of each coordinate system. 

5. SPATIAL LOCATION MODEL BASED ON MLP 
NEURAL NETWORK  

In Section 4, we discussed how to use mathematical 

solution method to obtain the coordinates of the robot in the 

field. In this section, we designed an MLP neural network to 

achieve the location of the robot. The MLP neural network 

uses the information acquired after object detection to train 

the regression model, then obtains the site coordinates of the 

robot in an end-to-end way. 

The MLP neural network is mainly composed of input 

layer, hidden layer and output layer. There can be multiple 

neurons in each hidden layer, and the different layers are 

fully connected. Its learning process consists of forward 

propagation of signal and backward propagation of error [21]. 

Weights, biases and activation functions are the three 

important elements of the network. The weights represent the 

strength and importance of the connections between neurons, 

the bias is to control the activation state of neurons, and the 

activation function is to make a nonlinear mapping between 

input and output. MLP neural network has strong nonlinear 

fitting ability and adaptive learning ability, which can deal 

with complex multi-input and multi-output nonlinear systems. 

In neural networks, the number of nodes and layers of the 

hidden layer can fully regulate the neural network, and the 

use of activation function also affects the nonlinear fitting 

ability of the network, so it is very important to set the 

parameters of the hidden layer. According to the competition 

requirements, this experiment independently built a MLP 

neural network with four inputs and two outputs to train the 

regression model. The four parameters in the input layer are 

the upper left coordinates, width and height of the bounding 

box obtained after object detection, and the two parameters in 

the output layer are the coordinates of the robot in the field. 

In order to make the MLP network have good generalization 

performance, it is necessary to adjust the number of nodes 

and layers in the hidden layer during the design. 

Theoretically, the increase of the number of hidden layers 

can bring more complex computing power, but it may also 

cause the increase of computing time and the problem of 

overfitting. Therefore, the network chooses two hidden layers. 

The number of neurons in the hidden layer is usually 

adjusted by trial-and-error method, that is, the number of 

nodes in each layer is gradually increased from less to more 

until the accuracy of the model can't be improved any more. 

In general, a layer with more nodes followed by a layer with 

fewer nodes will have better performance. 

According to the above principles, the final structure of the 

hidden layer is as follows: A total of two hidden layers were 

designed, with the number of 128, 64 respectively. In order 

to ensure the learning efficiency, ReLU activation function 

was used in both hidden layers, and Dropout was used to 

randomly drop some proportion of neuron nodes to prevent 

overfitting. The output layer uses Sigmoid activation function, 

and the specific MLP neural network structure is shown in 

the figure 5. 

FIGURE 5.  MLP neural network structure diagram 

6. EXPERIMENTAL VERIFICATION AND ANALUSIS 

6.1. EXPERIMENTAL ENVIRONMENT 

The specific experimental environment is shown in Table 1. 

TABLE 1. Experimental environment 

Description Parameters 

Operating system Ubuntu18.04 

CPU Intel Core i7-10875H 

GPU NVIDIA GeForce RTX 2060 

Memory 32GB 

Camera 

 

Deep learning framework 
Python 

Dahua Industrial Camera 

A5131CU210(Focal length: 6mm) 

Pytorch1.10、CUDA10.2、cuDNN8.0 

Anaconda3 

6.2. OBJECT DETECTION EXPERIMNET 

6.2.1. DATA AND PROCESSING 

In the target detection experiment, DJI COCO open source 

dataset is used to mix the locally collected dataset with a total 

of 5661 images, named as the CUMT-GUIDE dataset. The 

dataset is divided into six categories: survival robot, Red 

No.1 robot, Red No.2 robot, Blue No.1 robot, Blue No.2 

robot and death robot. 

The labels in PASCAL VOC format in DJI COCO open 

source dataset are converted to YOLO format, and the locally 

collected dataset is directly labeled to YOLO format by 

LabelImg annotation software. After integration, all data are 

divided into training set and test set in a ratio of 8:2. 

6.2.2. EXPERIMENT AND ANALYSIS 

In the experiment, the total training epochs is 1000, the 

batch size is 32, the image size is 640×640, and the learning 

rate is 0.001. Yolov5s is selected as the training model, and 

the backbone network structure of Yolov5s is replaced by 

MobileNetV2 and GhostNet respectively. Three sets of 

experiments were designed and compared. At the same time, 

in order to make full use of resources and speed up the 

inference speed, the three best models after training were 

deployed on the C++ project using the LibTorch framework, 
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and the frame rate is used to reflect the inference speed. The obtained experimental results are shown in Table 2. 

TABLE 2. Experimental results of target detection 

Model mAP@0.5 mAP@0.5:0.95 P R Parameters FPS 

Yolov5s 0.873 0.628 0.897 0.773 14.8M 43 

MobileNet-yolov5s 0.848 0.571 0.861 0.758 3.4M 47 
GhostNet-yolov5s 0.865 0.607 0.876 0.716 6.6M 50 

From Table 2, we can see that all three object detection 

models have obtained good detection results. Among them, 

after MobileNetV2 and GhostNet are introduced as the 

network's backbone, the model maintains high accuracy 

while the number of network parameters are reduced, and the 

complexity of the network is also decreased, which has the 

effect of lightweighting. Since the GhostNet-yolov5s model 

among the three has the advantages of higher detection 

accuracy, smaller parameter size, and faster inference, this 

model is finally chosen as the base model for target detection. 

Figure 6 shows the effect of real-time target detection. 

FIGURE 6.  The result of object detection 

6.3. SPATIAL POSITIONING EXPERIMNET 

6.3.1. DATA AND PRE-PROCESSING 

The bounding box information obtained after target 

detection is saved as the input data for the MLP regression 

model, and the coordinates obtained by the robot using the 

AMCL localization algorithm are used as labels. 3000 sets of 

data are collected and divided into 2600 sets of training data 

and 400 sets of test data. 

Before training the regression model, good data pre-

processing can play an important role in the training process 

and the performance of the neural network. For the training 

data in this experiment, since the input features and labels 

have different sources and units of measure, the input data 

and labels in the dataset are normalized to the same value 

interval [0,1]. For the input data, the two coordinate values of 

the bounding box as well as its width and height are divided 

by the image resolution of vertical and horizontal pixel 

values respectively; for the label data, divide the two actual 

coordinates by the width and height of the field respectively. 

This normalization operation reduces the amount of 

computation and accelerates the convergence of the model, 

which can achieve ideal results. 

6.2.2. EXPERIMENT AND ANALYSIS 

After data preprocessing, MLP regression model training 

can be carried out based on Pytorch1.10 deep learning 

framework. Epochs is set to 1000 and Adam optimizer is 

used, the learning rate is 0.001 and the loss function is 

SmoothL1 Loss. The convergence process of loss function is 

visualized as shown in Figure 7. 

FIGURE 7.  The change process of the loss function 

 

Next, the data in the test set are tested and the errors in the 

x-direction and y-direction between the predicted and true 

values in the test set were visualized. In order to compare two 

methods, 400 sets of data are also collected for testing using 

the mathematical solution algorithm and the errors of the 

coordinate data are visualized. The final error visualization 

results of the two methods are shown in Figure 8.  

(a) Mathematical solution error 

(b) Neural network solution error 

FIGURE 8. The error of the two models 
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From the above results, it can be seen that the error peak 

and error range of the neural network model are significantly 

smaller than those of the mathematical solution model, which 

initially reflects the superiority and stability of the neural 

network algorithm. On this basis, the mean error values of 

the test data in x and y directions are further compared, and 

the results are shown in Table 3. 

TABLE 3. Mean error 

Model Error 

(X-direction) 

Error 

(Y-direction) 

Mathematical solution model 
MLP neural network model 

13.51cm 
7.68cm 

11.16cm 
3.82cm 

The analysis of the above data shows that the error of 

coordinate values obtained by the mathematical solution 

model is much larger than that obtained by the MLP 

regression model, which proves that the prediction 

performance of the neural network model is better. For the 

neural network model, the MLP reflects an end-to-end 

mapping relationship, so the source of error is mainly the 

input data obtained after the target detection. For the 

mathematical solution model, the solution process involves 

monocular camera calibration, PnP pose estimation, selection 

of visual tag's corners and other steps, so the sources of errors 

are more extensive, and the corresponding effect will become 

worse. Among them, in view of the error caused by the 

selection of visual tag's corners, the coordinates of four 

corners of five groups of visual tags are manually selected 

and mathematically solved, and the experimental results are 

shown in Table 4. 

 

 
 

TABLE 4. The error of selecting different tag corner points 

      Corner coordinates of visual tag Error(X-direction) Error(X-direction) 

[958, 341]、[1002, 348]、[993, 389]、[954, 380] 13.51cm 11.16cm 

[960, 339]、[1001, 347]、[996, 390]、[955, 380] 12.32cm 11.2cm 

[959, 338]、[1001, 347]、[996, 390]、[955, 380] 11.51cm 10.14cm 

[960, 339]、[1001, 349]、[996, 389]、[955, 379] 12.45cm 12.16cm 

[958, 340]、[1002, 348]、[993, 389]、[954, 378] 14.67cm 11.45cm 

From Table 4, it can be seen that the selection of different 

tag corner points does bring some error to the mathematical 

solution algorithm, which affects the accuracy of this method. 

This error is larger than that of the neural network model, 

which also proves the accuracy and superiority of the neural 

network model for robot positioning in this experiment. 

Finally, the MLP neural network model is deployed by 

LibTorch, and the coordinates predicted by the model are 

back-normalized to the original order of magnitude. The 

detection results of two monocular cameras located on both 

sides of the diagonal of the field are fused to obtain the 

coordinates of the robot. The results are shown in Figure 9. 

In the perspective of Figure (a), the origin of the site 

coordinate system is located at the upper left corner of the 

field. For the Red No.1 robot, the coordinates detected by the 

camera in the lower left corner of the field (denoted as 

camera 1, the image is shown in Figure (a)) are (2.47m, 

3.07m), and the coordinates detected by the camera in the 

upper right corner of the field (denoted as camera 2, the 

image is shown in Figure (b)) are (5.57m, 2.42m). Then the 

detection results of the two cameras are fused, and the fused 

coordinates (2.49 m, 2.85 m) are displayed in the simulation 

map. It can be seen that the position of the red No.1 robot in 

the simulated field is almost the same as the actual field, as 

well as the positions of the other two robots, thus verifying 

the accuracy of the positioning and tracking system based on 

neural network. In the real-time tracking process of the robot, 

the positioning can also get a good effect, which provides a 

good help for the robot in the competition. 

 

 

 

 

     
(a) Detection result of the camera 1 

 

 
(b) Detection result of the camera 2 
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(c) Site simulation map 

FIGURE 9. The results of fusion target detection 

7. CONCLUSION 

A monocular visual positioning and tracking system based 

on neural network is proposed.  Firstly, the light-weight 

network structure GhostNet is used to replace backbone of 

YOLOv5, and then target detection is carried out based on 

the improved GhostNet-Yolov5 algorithm. Next, MLP neural 

network was used to establish a regression model to predict 

the coordinates of the robot in the site according to the 

information of the bounding box. The results of ICRA AI 

Challenge in 2021 show that the proposed method is reliable 

and practical.  
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