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Abstract

We consider the system of linear equations arisen from the finite element discretization of the distributed optimal control

problem with time-periodic parabolic equations. A block alternating splitting iteration (BASI) method is presented for solving

the obtained system. We prove that the BASI method is unconditionally convergent. We derive the BASI preconditioner and

present an estimation formula for the parameter of the BASI preconditioner. Numerical results are presented to verify the

efficiency of both the BASI method and the BASI preconditioner. Comparison with some existing methods are also given.
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We consider the system of linear equations arisen from the finite element dis-
cretization of the distributed optimal control problem with time-periodic parabolic
equations. A block alternating splitting iteration (BASI) method is presented for
solving the obtained system. We prove that the BASI method is unconditionally con-
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1 INTRODUCTION

We are concerned with the following distributed control problem

min
y,u

1
2

T

∫
0

∫
Ω

|y(x, t) − yd(x, t)|2dxdt +
�
2

T

∫
0

∫
Ω

|u(x, t)|2dxdt,

s.t: )
)t
y(x, t) −△y(x, t) = u(x, t) in QT ,

y(x, t) = 0 on ΣT ,
y(x, 0) = y(x, T ) on )Ω,
u(x, 0) = u(x, T ) in Ω,

where Ω is an open and bounded domain in ℝd for d ∈ {1, 2, 3} with Lipschitz-continuous boundary )Ω. The space-time
cylinder and its lateral surface for T > 0 are difined as QT = Ω × (0, T ) and ΣT = )Ω × (0, T ), respectively. Here yd(x, t) is a
given target and � > 0 is a cost or regularization parameter.
The optimization problems with partial differential equations as constraints arise broadly in many areas of science and engi-

neering4,5,7,8. In many practical applications, such as, in electromagnetics the function yd(x, t) is assumed to time-harmoinc is
time-harmonic4,6, which means that

yd(x, t) = yd(x)ei!t with ! = 2m�
T

,

for some m ∈ ℤ. It can be proved that there is a time-periodic solution for the original problem as

y(x, t) = y(x)ei!t and u(x, t) = u(x)ei!t,
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where y(x) and u(x) solve the following time-independent optimal control problem:

min
y,u

1
2 ∫
Ω

|y(x) − yd(x)|2dx +
�
2 ∫
Ω

|u(x)|2dx,

s.t: i!y(x) −△y(x) = u(x, t) in Ω,
y(x) = 0 on )Ω.

Substituting yd(x, t), y(x, t) and u(x, t) in the model problem gives an optimal control problem. Discretizing the obtained optimal
control problem using the finite element method results in an optimization problem. If we define the corresponding Lagrangian
functional with the Lagrange multiplier p̄, then the first order necessary conditions which are also sufficient for the existence of
a solution is obtained as the following complex system of linear equations

Ax ≡
(

M
√

�(K − i!M)
√

�(K + i!M) −M

)(

ȳ
q̄

)

=
(

Mȳd
0

)

≡ b, (1)

with ū = p̄∕� and q̄ = p̄∕
√

�, where ȳ, ȳd , and ū are the coefficient vectors of the corresponding finite element basis functions
of y(x, t), yd(x, t) and u(x, t), respectively. Moreover,M,K ∈ ℝm×m are the mass and stiffness matrices, respectively. Besides,
the linear system (1) can be transformed to

Âx ≡
(

M −
√

�(K − i!M)
√

�(K + i!M) M

)(

ȳ
q̂

)

=
(

Mȳd
0

)

≡ b, (2)

and q̂ = −p̄∕
√

�. Since the coefficient matrix of (1) is of large size, iterative methods such as the ones based on the Krylov
subspace are employed to solve the system. In order to accelerate the convergence of iterative methods suitable preconditioners
should be manipulated. In7, Krendl et al. proposed the real block diagonal and the alternative indefinite preconditioners for the
system (1). The block alternating splitting (BAS) iteration method was presented by Zheng et al. in15 for solving the system (1)
which can be written as

{

(

�V +H1
)

x(k+
1
2
) =

(

�V − S1
)

x(k) + P1b,
(

�V +H2
)

x(k+1) =
(

�V − S2
)

x(k+
1
2
) + P2b,

(3)

where � > 0, V ∈ ℝ2m×2m is a symmetric positive definite (SPD) matrix,

H1 =
(

M 0
0 M

)

, H2 =
(√

�K 0
0

√

�K

)

,

and

S1 =
1
�

(

−i!�K
√

�K
−
√

�K i!�K

)

, S2 =
(

i!
√

�M −M
M −i!

√

�M

)

,

P1 =
1
�

(

I −i!
√

�I
i!
√

�I −I

)

, P2 =
(

0 I
I 0

)

,

in which � = 1+ �!2. In practice the authors suggest to use the matrix V = H1 as a preconditioner and proved that the method
is convergent under the condition � ≥ �!2∕2. The BAS iteration method induces the following preconditioner

PBAS(�) = ��

(

I (1 + !2� − i!
√

�)I
(1 + !2� + i!

√

�)I −I

)(

�M +
√

�K 0
0 �M +

√

�K

)

,

where
�� =

(1 + �)
�(2 + !2�)

.

The reported numerical results in15 show that � = � and � = �∕(1 +
√

�!) are good choices for the BAS iteration and the BAS
preconditioner, respectively.
Recently, Salkuyeh in13 presented a stationary iteration method which was called Alternating Symmetric positive definite

and Scaled symmetric positive semidefinite Splitting (ASSS) for solving the system (1). He used the idea of14 and so rewrote
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the system (1) as the 4-by-4 block real system

x ≡

⎛

⎜

⎜

⎜

⎜

⎝

M 0
√

�K !
√

�M
0 M −!

√

�M
√

�K
√

�K −!
√

�M −M 0
!
√

�M
√

�K 0 −M

⎞

⎟

⎟

⎟

⎟

⎠

⎛

⎜

⎜

⎜

⎜

⎝

ℜ(ȳ)
ℑ(ȳ)
ℜ(q̄)
ℑ(q̄)

⎞

⎟

⎟

⎟

⎟

⎠

=

⎛

⎜

⎜

⎜

⎜

⎝

ℜ(ŷd)
ℑ(ŷd)
0
0

⎞

⎟

⎟

⎟

⎟

⎠

≡ b̂.

The ASSS iteration method can be stated as
{

(� +)x(k+
1
2
) = (� − )x(k) + b,

(� +)x(k+1) = (� + )x(k+
1
2
) − b,

(4)

where � > 0,  is an identity matrix of order 4m,  =
√

�̂∕
√

�,

 =

⎛

⎜

⎜

⎜

⎜

⎝

M 0 0 0
0 M 0 0
0 0 M 0
0 0 0 M

⎞

⎟

⎟

⎟

⎟

⎠

, ̂ =

⎛

⎜

⎜

⎜

⎜

⎝

K 0 0 0
0 K 0 0
0 0 K 0
0 0 0 K

⎞

⎟

⎟

⎟

⎟

⎠

,

and

 = 1
√

��

⎛

⎜

⎜

⎜

⎜

⎝

0 !�I
√

�I 0
−!�I 0 0

√

�I
−
√

�I 0 0 −!�I
0 −

√

�I !�I 0

⎞

⎟

⎟

⎟

⎟

⎠

.

They proved that the ASSS iteration method is convergent unconditionally. Numerical results in13 show that

�∗ =
√

�min�max,

which �min and �max are the smallest and largest eigenvalues of the matrix M , respectively, is a good choice for the ASSS
iteration method and the ASSS preconditioner.
Throughout this paper, we use the following notations. For a given square matrixA, the spectral radius and the spectrum of aA

are denoted by �(A) and �(A), respectively. We use ‖.‖2 and ‖.‖F for the Euclidean norm and the Frobenius norm, respectively.
The imaginary unit is denoted by i =

√

−1. The conjugate transpose of a matrix A, we use AH .
In this paper, we present a new block alternating splitting iteration method (hereafter, we call it BASI method) for solving the

system (1) and prove that is convergent unconditionally. We also propose an estimation formula for the iteration parameter of
the BASI method and the induced preconditioner.

2 THE BASI METHOD

In this section, we propose a new splitting for the system (1). To do so, we define the matrices S1 and S2 as following

S1 =
(

I −i!
√

�I
i!
√

�I −I

)

, S2 =
(

0
√

�I
√

�I 0

)

,

where I ∈ ℝm×m is the identity matrix. On the other hand, we have

M =
(

M 0
0 M

)

, K =
(

K 0
0 K

)

.

Thus the system (1) can be written as following form

Ax ≡
(

S1M + S2K
)

x = b. (5)

We can see that
SH1 S1 = �I and SH2 S2 = �I.

In addition, we can state the following lemma.
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Lemma 1. If
S = 1

√

��
SH1 S2,

then S is skew-Hermitian. Moreover, S2 = −I where I ∈ ℝ2m×2m.

Proof. By some computations, we see that

S = 1
√

��

(

−i!�I
√

�I
−
√

�I i!�I

)

.

Now, using � = 1 + �!2 it is straightforward to show that S2 = −I.

Multiplying both sides of (5) by SH1 , we obtain the system
(

SH1 S1M + SH1 S2K
)

x = SH1 b,

which is equivalence to
Ãx ≡

(

�M +
√

��K
)

x = b̃, (6)

where b̃ = SH1 b. For every � > 0, by adding �I to the both sides of (6) we have

(�I + �M) x =
(

�I −
√

��SK
)

x + b̃. (7)

On the other hand, by adding �S to both sides of Eq. (6), we obtain the following equation
(

�S +
√

��K
)

x = (�S − �M) x + b̃.

Since S−1 = −S, by multiplying both sides of the above equation by S−1, we get
(

�I +
√

��K
)

x = (�I + �SM) x − Sb̃. (8)

Using Eqs. (7) and (8), we state the BASI method for solving the system (6) as following.

The BASI method. Let x(0) ∈ ℂ2n be an initial guess. For k = 0, 1, 2,… until the sequence of iterates {x(k)}∞k=0 converges,
compute the next iterate x(k+1) via:

⎧

⎪

⎨

⎪

⎩

(�I + �M) x(k+
1
2
) =

(

�I −
√

��SK
)

x(k) + b̃,
(

�I +
√

��K
)

x(k+1) = (�I + �SM) x(k+
1
2
) − Sb̃,

(9)

where � is a given positive constant.

In each iteration of the BASI method two systems with the coefficient matrices �I + �M and �I +
√

��K should be solved.
The system with the coefficient matrix �I+ �M can be split into two subsystems with the coefficient matrix �I + �M , which is
symmetric positive definite. Hence, these subsystems can be exactly solved using the Cholesky factorization or inexactly using
the Conjugate Gradient (CG) method11. Similarly, for solving the second half-step of the BASI method two subsystems with
coefficient matrix �I +

√

��K need to be solved, which can be treated similar to the first half-step of the method.
By eliminating the vector x(k+

1
2
) from Eq. (9) we get

x(k+1) = P�x(k) +Q�b̃, (10)

where

P� =
(

�I +
√

��K
)−1

(�I + �SM) (�I + �M)−1
(

�I −
√

��SK
)

,

Q� = �
(

�I +
√

��K
)−1

(I − S) (�I + �M)−1 ,

in which P� is the iteration matrix of BASI method. The next theorem investigates the convergence of the BASI method.

Theorem 1. LetM , K ∈ ℝm×m be SPD matrices. Then for every � > 0, we have

�(P�) ≤ �� = max
�∈�(M)

√

�2 + �2�2
� + ��

max
�∈�(K)

√

�2 + ���2

� +
√

���
< 1,
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where P� is the iteration matrix of the BASI method, � and ! are given positive constants. This follows that the new iterative
method converges unconditionally.

Proof. It is easy to see that the matrix P� is similar to

P̃� =
(

�I +
√

��K
)

P�
(

�I +
√

��K
)−1

= U�V�
where

U� = (�I + �SM) (�I + �M)−1

and
V� =

(

�I −
√

��SK
)(

�I +
√

��K
)−1

.

Then we have

�(P�) = �(P̃�)
= �(U�V�)
≤ ∥ U�V� ∥2
≤ ∥ U� ∥2∥ V� ∥2 .

On the other hand, we have S2 = −I, SH = −S, SM =MS and SK = KS which follow

‖U�‖22 = �
(

(�I + �M)−1(�I − �M)(�I + �SM)(�I + �M)−1
)

= �
(

(�I + �M)−2(�2I + ��SM − ��MS − �2MS2M)
)

= �
(

(�I + �M)−2(�I + �2M2)
)

= max
�∈�(M)

�2 + �2�2

(� + ��)2
. (11)

We apply the same way for ‖V�‖2 and get

‖V�‖22 = max
�∈�(K)

�2 + ���2
(

� +
√

���
)2
. (12)

Since the matricesM and K are SPD, we have �, � > 0, for all � ∈ �(M) and � ∈ �(K), accordingly we conclude that
√

�2 + �2�2

� + ��
< 1, and

√

�2 + ���2

� +
√

���
< 1.

Thus we can see that ‖U�‖2 < 1 and ‖V�‖2 < 1. So

�(P�) ≤ �� = ‖U�‖2‖V�‖2 < 1,

which compelets the proof.

Note that if the matrix K is symmetric positive semidefinite (i.e., SPSD), then it is easy to see that the new iteration method
is still convergence.

3 THE BASI PRECONDITIONER

It is not difficult to see that if we define

B� =
1
�
(I + S)−1 (�I + �M)S

(

�I +
√

��K
)

,

C� =
1
�
(I + S)−1 (�S − �M)

(

�I −
√

��SK
)

,

then
Ã = B� − C�, P� = B−1� C�.
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The latter equations show that the BASI method induces the preconditioner B� for the system (6). So if the BASI method is
convergent, then the eigenvalues of the matrixB−1� Ã are clustered in a circle with radius 1, centred at (1, 0). So a Krylov subspace
method like GMRES12 or its flexible version (FGMRES)10 would be quite suitable for solving the preconditioned system (see2)

B−1� Ãx = B
−1
� b̃. (13)

In each iteration of the GMRES method a vector of the form w = B−1� v should be computed. Since, S−1 = −S, we get

w = −�(�I +
√

��K)−1S (�I + �M)−1 (I + S) v.

Hence, we can state the following algorithm for computing the vector w.

Algorithm 1: Computation of w = B−1� v
1. p ∶= −� (I + S) v.
2. Solve (�I + �M) q = p for q.
3. r ∶= Sq.
4. Solve (�I +

√

��K)w = r for w.

In the above algorithm, two systems with the coefficient matrices �I + �M and �I +
√

��K. As we have discussed in the
previous section, these systems can be solved exactly using the Cholesky factorization or inexactly using the CG method. It is
noted that if these systems are solved inexactly, then the FGMRESmethod should be applied for the preconditioned system (13).

4 PARAMETER ESTIMATION

In this section, using the idea of Ren and Cao9 we present a strategy for estimating the iteration parameter � of the new method
preconditioner. We have

C� =
1
�
(I + S)−1 (�S − �M)

(

�I −
√

��SK
)

,

and define the function ' as

'(�) = 1
�
‖ (I + S)−1 ‖F

(

�‖S‖F − �‖M‖F
)

(

�‖I‖F −
√

��‖SK‖F
)

.

To estimate the iteration parameter �, we set
�‖S‖F − �‖M‖F = 0.

Then, we obtain
� = �

‖M‖F

‖S‖F
.

Since
‖S‖2F = trace(S

HS) = trace(−S2) = trace(I) = 2m,
and

‖M‖

2
F = 2‖M‖

2
F ,

so the estimation formula for the iteration parameter � of the new method preconditioner is obtained as following

�est = �
‖M‖F

‖S‖F
= �

√

2‖M‖F
√

2m
= �

‖M‖F
√

m
. (14)

We will use (14) in the numerical experiments and see that it gives often suitable results. Note that we can set

�‖I‖F −
√

��‖SK‖F = 0,

but in practical implementation the formula (14) is much better than that.



7

Table 1The values of an estimation and optimal parameters � of both the BASImethod and the BASI preconditioner forℎ = 2−7.

�∖! 10−4 10−3 10−2 10−1 1 10 102 103 104

10−2 0.00003 0.00003 0.00003 0.00003 0.000031 0.000061 0.003080 0.304939 30.490909
�est 10−4 0.00003 0.00003 0.00003 0.00003 0.00003 0.000031 0.000061 0.003080 0.304939

10−6 0.00003 0.00003 0.00003 0.00003 0.00003 0.00003 0.000031 0.000061 0.003080
10−8 0.00003 0.00003 0.00003 0.00003 0.00003 0.00003 0.00003 0.000031 0.000061
10−2 0.00005 0.00005 0.00005 0.00005 0.00005 0.0001 0.005 0.4 45

�opt 10−4 0.00005 0.00005 0.00005 0.00005 0.00005 0.00005 0.00009 0.004 0.5
10−6 0.000045 0.000045 0.000045 0.000045 0.000045 0.000045 0.000045 0.00009 0.005
10−8 0.00005 0.00005 0.00005 0.00005 0.00005 0.00005 0.00005 0.00005 0.0001
10−2 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.005 0.4 45

�∗opt 10−4 0.00005 0.00005 0.00005 0.00005 0.00005 0.00005 0.00009 0.004 0.5
10−6 0.000045 0.000045 0.000045 0.000045 0.000045 0.000045 0.000045 0.00009 0.005
10−8 0.00005 0.00005 0.00005 0.00005 0.00005 0.00005 0.00005 0.00005 0.0001

5 NUMERICAL RESULTS

In this section, we use the numerical results to compare the BAS, BASI and ASSS iteration methods for solving the complex
linear system (1). For each method we present the number of iterations for the convergence and the elapsed CPU time (in
seconds). All of the numerical results are performed in MATLAB R2018b by using a Laptop with 2.50 GHz central processing
unit (Intel(R) Core(TM) i5-7200U), 6 GB RAM and Windows 10. In the Tables, we always use a zero vector as an initial guess
and themaximum number of iterations is set to be 500 . A dagger (†) means that themethod has not convergence in 500 iterations.
We consider the distributed control problem introduced in Section 1 in two-dimensional case with the computational domain

Ω = (0, 1) × (0, 1) ∈ ℝ2. The target state is set to be

yd(x, y) =

{

(2x − 1)2(2y − 1)2, if (x, y) ∈ (0, 1
2
) × (0, 1

2
),

0, otherwise.
(15)

In our numerical test, we discretize the problem using the bilinear quadrilateral Q1 finite elements with a uniform mesh3.
In Tables 3 and 4, first of all we compare the numerical results of the BASI method described in Section 2 with the BAS and

ASSS iteration methods. As we already mentioned, in the implementation of the BASI we need to solve two subsystems with
the coefficient matrix �I + �M and the two subsystems with the coefficient matrix �I +

√

��K . In each iteration of the BAS
method two subsystems with the coefficient matrix �M+

√

�K and two subsystems with the coefficient matrix (1+�)M should
be solved. In the ASSS iteration method we solve four subsystems with the coefficient matrix �I +M and four subsystems with
the coefficient matrix �I +

√

�
�
K . All the systems are solved exactly using the sparse Cholesky factorization incorporated with

the symmetric approximate minimum degree permutation. To do so, the symamd.m command of MATLAB is applied. The outer
iteration is stoped as soon as the residual norm of the system (1) is reduced by a factor of 106.
After that the numerical results of the BASI preconditioner (denoted by P-BASI) described in Section 2 with the BAS and

ASSS preconditioners (denoted by P-BAS and P-ASSS) described in Section 1 are compared. To do so, we use the complete
version of the GMRESmethod in conjunction with aforementioned preconditioners. All the subsystems are solved exactly using
the sparse Cholesky factorization incorporated with the symmetric approximate minimum degree permutation. The iteration
of GMRES as the outer iteration is stopped as soon as the residual norm is reduced by a factor of 106. We use the values of
the estimation parameter � computed by the formula (14) (presented in Tables 1 and 2) for both the BASI method and BASI
preconditioner. Numerical results have been presented in Tables 3 and 4. In Tables 3 and 4, we use � = � for the BAS method
and apply � = �∕(1 +

√

�!) for the BAS preconditioner. We also use �∗ (as suggested in13) for both the ASSS method and the
ASSS preconditioner.
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Table 2The values of an estimation and optimal parameters � of both the BASImethod and the BASI preconditioner forℎ = 2−6.

�∖! 10−4 10−3 10−2 10−1 1 10 102 103 104

10−2 0.00012 0.00012 0.00012 0.00012 0.00012 0.00024 0.01230 1.21867 121.8551
�est 10−4 0.00012 0.00012 0.00012 0.00012 0.00012 0.00012 0.00024 0.01230 1.21867

10−6 0.00012 0.00012 0.00012 0.00012 0.00012 0.00012 0.00012 0.00024 0.01230
10−8 0.00012 0.00012 0.00012 0.00012 0.00012 0.00012 0.00012 0.00012 0.00024
10−2 0.0002 0.0002 0.0002 0.0002 0.0002 0.0004 0.02 1.7 123

�opt 10−4 0.00015 0.00015 0.00015 0.00015 0.00015 0.00015 0.0003 0.02 1.8
10−6 0.0002 0.0002 0.0002 0.0002 0.0002 0.0002 0.0002 0.0004 0.025
10−8 0.0002 0.0002 0.0002 0.0002 0.0002 0.0002 0.0002 0.0002 0.0004
10−2 0.0002 0.0002 0.0002 0.0002 0.0002 0.0005 0.02 1.7 123

�∗opt 10−4 0.0002 0.0002 0.0002 0.0002 0.0002 0.0002 0.0004 0.02 1.7
10−6 0.0002 0.0002 0.0002 0.0002 0.0002 0.0002 0.0002 0.0004 0.03
10−8 0.0004 0.0004 0.0004 0.0004 0.0004 0.0004 0.0004 0.0004 0.0009

6 CONCLUSION

We have presented a modified version of the block alternating splitting iteration (BASI) method for solving the system arising
from finite element discretization of the distributed optimal control problem with time-periodic parabolic equations. We have
proved that the proposed method is unconditionally convergent. An estimation formula for the iteration parameter of the BASI
preconditioner has been given. Numerical results show that both the BASI method and the BASI preconditioner are efficient
and outperform the BAS iteration method.
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Table 4 Number of iterations of the methods along with the elapsed CPU time (in parenthesis) for ℎ = 2−6 and different values
of � and !.

Method �∖! 10−4 10−3 10−2 10−1 1 10 102 103 104

10−2 45(0.25) 45(0.19) 45(0.20) 45(0.20) 45(0.20) 44(0.21) 40(0.19) 35(0.16) 43(0.19)
BASI 10−4 40(0.25) 40(0.19) 40(0.19) 40(0.18) 40(0.18) 40(0.18) 39(0.18) 35(0.16) 43(0.20)
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BASI 10−4 37(0.17) 37(0.16) 37(0.18) 37(0.16) 37(0.18) 37(0.18) 36(0.17) 33(0.16) 38(0.18)
(� = �opt) 10−6 33(0.20) 33(0.18) 33(0.16) 33(0.17) 33(0.18) 33(0.16) 33(0.17) 33(0.16) 38(0.17)

10−8 38(0.23) 38(0.18) 38(0.17) 38(0.17) 38(0.17) 38(0.16) 38(0.17) 38(0.18) 38(0.17)
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