# A useful result about the Zeros of Riemann's Hypothesis 

Akram Louiz ${ }^{1}$<br>${ }^{1}$ Affiliation not available

February 1, 2023


#### Abstract

A useful result about the Zeros of Riemann's Hypothesis and Landau Siegel zeros


This is a mathematical article that deals with the domain of complex numbers in order to contribute in the worldwide collaboration of mathematicians who want to study and explain the Riemann's Zeta Function.

The aim of this work is to propose new mathematical statements of complex numbers and to give a new easy criterion that may help to identify or deny the possible Landau-Siegel Zeros. Furthermore, this work invites the mathematicians to study a new possible useful homomorphism.

Hence, this is a good article to be read by specialists of Analysis or Algebra and even by the beginners of mathematics who want to improve their skills.
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## Abstract :

This is a mathematical article that deals with the domain of complex numbers in order to contribute in the worldwide collaboration of mathematicians who want to study and explain the Riemanns Zeta Function.

The aim of this work is to propose new mathematical statements of complex numbers and to give a new easy criterion that may help to identify or deny the possible Landau-Siegel Zeros.Furthermore, this work invites the mathematicians to study a new possible useful homomorphism.

Hence, this is a good article to be read by specialists of Analysis or Algebra and even by the beginners of mathematics who want to improve their skills.
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## Introduction:

Many mathematical articles try to prove or disprove the Riemanns Hypothesis [1,2]. This is not only because of the "One Million Dollars Prize" but also because of the usefulness of Riemanns Zeta Function in many scientific fields.

After my thesis of mathematical physics that refuses the classical use of discrete mathematics in Newtonian Mechanics [3], I chose to show my respect to mathematics and especially Analysis by writing my personal articles that respect all the rules of classical mathematics [4,5]. This article is supposed to contribute in the collaboration of mathematicians who try to explain and simplify the study of Riemanns Zeta Function [6]. The purpose of this work is to propose new useful mathematical statements about complex numbers and to give a new easy criterion that may help to identify or deny the possible Landau-Siegel Zeros [7].

These are the considerations and notations of this article:
Let S be a complex number that respects that $S=\frac{1}{2}+i b$ where b is a strictly positive real number.
We can also write $S$ as $S=\frac{1}{2}+i \frac{1}{\varepsilon}=\frac{1}{2}+i \frac{\tan (\theta)}{2}$ where $b=\frac{\tan (\theta)}{2}=\frac{1}{\varepsilon}$.
In this case, we should only consider that $\frac{1}{\varepsilon}>0$ and $0<\theta<\frac{\pi}{2}$ and we have $S=\frac{e^{i \theta}}{2 \cos (\theta)}$ (2)
We have also: $\theta=\arctan \left(\frac{2}{\varepsilon}\right)=\frac{\pi}{2}-\arctan \left(\frac{\varepsilon}{2}\right)$
and $\cos (\theta)=\cos \left(\arctan \left(\frac{2}{\varepsilon}\right)\right)=\frac{\varepsilon}{\sqrt{\varepsilon^{2}+4}}$
and $\sin (\theta)=\sin \left(\arctan \left(\frac{2}{\varepsilon}\right)\right)=\frac{2}{\sqrt{\varepsilon^{2}+4}}$
consequently: $\sin (\theta) \times \cos (\theta)=\frac{2 \varepsilon}{\varepsilon^{2}+4}$
Lets consider also a function $\boldsymbol{f}$ of complex numbers defined from $\mathbb{C}$ in $\mathbb{C}$ as: $f(n)=\frac{n^{S+1}}{S}(7)$
We will use the complex logarithm $\boldsymbol{l n}$ point by point during all this proof.

## 1. The considered complex function and its fixed-point:

Lets consider that the function $\boldsymbol{f}$ admits a fixed-point $\boldsymbol{n}$.
We have: $f(n)=n \Leftrightarrow n^{S}=S \Leftrightarrow \frac{e^{i \theta}}{2 \cos (\theta)}=n^{\frac{e^{i \theta}}{2 \cos (\theta)}}$
And we have: $n^{S}=S \Leftrightarrow e^{S \times \ln (n)}=\frac{e^{i \theta}}{2 \cos (\theta)}$
Since we have: $e^{S \times \ln (n)}=e^{S \times \ln (n)+i 2 k \pi}=e^{S \times\left(\ln (n)+i \frac{2 k \pi}{S}\right)}=\frac{e^{i \theta}}{2 \cos (\theta)} \quad \forall k \in \mathbb{Z}$
Then we have $\boldsymbol{k}$ numbers that respect $n^{S}=S$ and these numbers are $\left(\ln (n)+i \frac{2 k \pi}{S}\right)$.
However, the only real number among these $k$ numbers is $\boldsymbol{\operatorname { l n }}(\boldsymbol{n})$ which corresponds to $\mathrm{k}=0$.
Hence we have only one unique real number $\ln (\boldsymbol{n})$ for each $\theta$ with $0<\theta<\frac{\pi}{2}$.
Consequently: $\ln \left(\frac{e^{i \theta}}{2 \cos (\theta)}\right)=\frac{e^{i \theta}}{2 \cos (\theta)} \times \ln (n)$
Hence: $\ln (n)=\frac{2 \cos (\theta) \times\left(\ln \left(e^{i \theta}\right)-\ln (2 \cos (\theta))\right)}{e^{i \theta}}$
Consequently: $\frac{\ln (n)}{2}=(\cos (\theta)-i \sin (\theta)) \times \cos (\theta) \times\left(\ln \left(e^{i \theta}\right)-\ln (2 \cos (\theta))\right)$
Hence: $\frac{\ln (n)}{2}=\left(\cos (\theta)^{2}-i \frac{\sin (2 \theta)}{2}\right) \times(i \theta-\ln (\cos (\theta))-\ln (2))$
We considered that $\ln \left(e^{i \theta}\right)=i \theta+i \times 2 k \pi=i \theta$ with $\boldsymbol{k}=\boldsymbol{O}$
because we have one unique complex number $\boldsymbol{\operatorname { l n }}(\boldsymbol{n})$ for each $e^{i \theta}$ and for each $\cos (\theta)$ with $0<\theta<\frac{\pi}{2}$.
And thus: $\frac{\ln (n)}{2}=\left(-\cos (\theta)^{2} \times(\ln (\cos (\theta))+\ln (2))+\frac{\theta \times \sin (2 \theta)}{2}\right)+i\left(\theta \times \cos (\theta)^{2}+\frac{\sin (2 \theta) \times \ln (\cos (\theta))}{2}+\frac{\sin (2 \theta) \times \ln (2)}{2}\right)$ (17)

And by using the formulas of the introduction, we get:
$\frac{\ln (n)}{2}=\left(\frac{-\varepsilon^{2}}{\varepsilon^{2}+4} \times\left(\ln \left(\frac{\varepsilon}{\sqrt{\varepsilon^{2}+4}}\right)+\ln (2)\right)+\arctan \left(\frac{2}{\varepsilon}\right) \times \frac{2 \varepsilon}{\varepsilon^{2}+4}\right)+i\left(\arctan \left(\frac{2}{\varepsilon}\right) \times \frac{\varepsilon^{2}}{\varepsilon^{2}+4}+\frac{2 \varepsilon}{\varepsilon^{2}+4} \times \ln \left(\frac{\varepsilon}{\sqrt{\varepsilon^{2}+4}}\right)+\frac{2 \varepsilon}{\varepsilon^{2}+4} \times \ln (2)\right)$

Consequently:
$\frac{\ln (n)}{2}=\frac{-\varepsilon^{2}}{\varepsilon^{2}+4} \times\left(\ln (\varepsilon)-\frac{\ln \left(\varepsilon^{2}+4\right)}{2}+\ln (2)\right)+\arctan \left(\frac{2}{\varepsilon}\right) \times \frac{2 \varepsilon}{\varepsilon^{2}+4}+i\left(\arctan \left(\frac{2}{\varepsilon}\right) \times \frac{\varepsilon^{2}}{\varepsilon^{2}+4}+\frac{\varepsilon}{\varepsilon^{2}+4} \times\left(2 \ln (\varepsilon)-\ln \left(\varepsilon^{2}+\right.\right.\right.$
4)) $\left.+\frac{2 \varepsilon}{\varepsilon^{2}+4} \times \ln (2)\right)$
(19)

## 2. First investigation: if $n$ is a real positive number:

The number $\boldsymbol{n}$ cant be equal to zero because zero is not a solution to the equation: $n^{S}=S$.
If n is a real strictly positive number then $\Im\left(\frac{\ln (n)}{2}\right)=0$.
Hence we have: $\varepsilon \times \arctan \left(\frac{2}{\varepsilon}\right)=-2 \ln (\varepsilon)+\ln \left(\varepsilon^{2}+4\right)-2 \ln (2)$
And thus, our equation (19) becomes:
$\frac{\ln (n)}{2}=\frac{-\varepsilon^{2}}{\varepsilon^{2}+4} \times\left(\ln (\varepsilon)-\frac{\ln \left(\varepsilon^{2}+4\right)}{2}+\ln (2)\right)+\arctan \left(\frac{2}{\varepsilon}\right) \times \frac{2 \varepsilon}{\varepsilon^{2}+4}$
Hence:
$\frac{\ln (n)}{2}=\frac{-\varepsilon^{2}}{\varepsilon^{2}+4} \times\left(\ln (\varepsilon)-\frac{\ln \left(\varepsilon^{2}+4\right)}{2}+\ln (2)\right)+\left(-2 \ln (\varepsilon)+\ln \left(\varepsilon^{2}+4\right)-2 \ln (2)\right) \times \frac{2 \varepsilon}{\varepsilon^{2}+4}$
Consequently:
$\frac{\ln (n)}{2}=\frac{-\varepsilon}{\varepsilon^{2}+4} \times\left(\varepsilon \times\left(\ln (\varepsilon)-\frac{\ln \left(\varepsilon^{2}+4\right)}{2}+\ln (2)\right)+\frac{4}{\varepsilon} \times\left(\ln (\varepsilon)-\ln \frac{\left(\varepsilon^{2}+4\right)}{2}+\ln (2)\right)\right)$
And thus: $\frac{\ln (n)}{2}=\frac{-\varepsilon}{\varepsilon^{2}+4} \times\left(\varepsilon+\frac{4}{\varepsilon}\right) \times\left(\ln (\varepsilon)-\frac{\ln \left(\varepsilon^{2}+4\right)}{2}+\ln (2)\right)$
We conclude finally that: $\frac{\ln (n)}{2}=-\ln (\varepsilon)+\frac{\ln \left(\varepsilon^{2}+4\right)}{2}-\ln (2)$
Which is equivalent to: $\ln (n)=\ln \left(\frac{\varepsilon^{2}+4}{4 \varepsilon^{2}}\right)$
Also, we have: $\ln (n)=\ln \left(\frac{\varepsilon^{2}+4}{4 \varepsilon^{2}}\right) \Leftrightarrow n=\frac{\varepsilon^{2}+4}{4 \varepsilon^{2}} \Leftrightarrow n=\frac{1}{4}+\frac{1}{\varepsilon^{2}}$
We proved also that: $\varepsilon \times \arctan \left(\frac{2}{\varepsilon}\right)=-2 \ln (\varepsilon)+\ln \left(\varepsilon^{2}+4\right)-2 \ln (2)$
This means that: $\varepsilon \times \theta=\ln \left(\frac{\varepsilon^{2}+4}{4 \varepsilon^{2}}\right)$
And thus: $e^{\varepsilon \times \theta}=\frac{1}{4}+\frac{1}{\varepsilon^{2}}$
We conclude that: $\quad n=e^{\varepsilon \times \theta}=e^{\varepsilon \times \arctan \left(\frac{2}{\varepsilon}\right)}=e^{\frac{2 \theta}{\tan (\theta)}}=e^{\frac{\arctan (2 b)}{b}}$
We can also remark that we have: $e^{\varepsilon \times \theta}=\frac{1}{4}+\frac{1}{\varepsilon^{2}} \Leftrightarrow \frac{\varepsilon^{2}}{\varepsilon^{2} \times e^{\varepsilon \times \theta}-1}=4$
This means that: $\frac{\varepsilon^{2}}{\left(\varepsilon \times e^{\frac{\varepsilon}{2} \times \arctan \left(\frac{2}{\varepsilon}\right)}\right)^{2}-1}=4$
And we know that the maximum of $\frac{\arctan (x)}{x}$ is 1 .
Hence $\frac{\varepsilon}{2} \times \arctan \left(\frac{2}{\varepsilon}\right)<1$
And thus: $e^{\frac{\varepsilon}{2} \times \arctan \left(\frac{2}{\varepsilon}\right)}<e$
Finally, we conclude that we should have $\varepsilon \geq \frac{1}{e}$
which is equivalent to: $\tan (\theta) \leqslant 2 e$
otherwise we will have a contradiction in the equation $\frac{\varepsilon^{2}}{\left(\varepsilon \times e^{\frac{\varepsilon}{2} \times \arctan \left(\frac{2}{\varepsilon}\right)}\right)^{2}-1}=4$
because 4 cant be equal to any negative value.

## 3. Second investigation: if $n$ is a strictly negative real number:

Since we have: $e^{S \times \ln (n)}=e^{S \times \ln (n)+i 2 k \pi}=e^{S \times\left(\ln (n)+i \frac{2 k \pi}{S}\right)}=\frac{e^{i \theta}}{2 \cos (\theta)} \quad \forall k \in \mathbb{Z}$
Then we have $\boldsymbol{k}$ numbers that respect $n^{S}=S$ and these numbers are $\left(\ln (n)+i \frac{2 k \pi}{S}\right)$.
If $\boldsymbol{n}$ is a strictly negative number then $\ln (\boldsymbol{n})$ is a complex number .
And we have $\exists k^{\prime} \in \mathbb{Z}$ with $\ln (n)=\ln (-n)+i \pi+i 2 k^{\prime} \pi$.
Hence, we have $n^{S}=e^{S \times\left(\ln (n)+i \frac{2 k \pi}{S}\right)}=e^{S \times\left(\ln (-n)+i \pi+i 2 k^{\prime} \pi+i \frac{2 k \pi}{S}\right)}$
And thus, we should have: $e^{i 2 k^{\prime} \pi S+i 2 k \pi}=1$.
We conclude that: $\exists k^{\prime \prime} \in \mathbb{Z}$ and $\exists k^{\prime \prime \prime} \in \mathbb{Z}$ with $k^{\prime} \pi S+k \pi=k^{\prime \prime \prime} \pi$
Since b is a strictly positive number, then we should have obviously $\mathbf{k}=\mathbf{0}$.
Finally, we conclude that we should investigate about the unique complex number $\boldsymbol{\operatorname { l n }}(\boldsymbol{n})$ that corresponds to each $\theta$ with $0<\theta<\frac{\pi}{2}$ and that respects: $\ln (n)=\ln (-n)+i \pi$.
(46)

In this case, we use $\Im\left(\frac{\ln (n)}{2}\right)=\frac{\pi}{2}$
and we get:
$\arctan \left(\frac{2}{\varepsilon}\right) \times \frac{\varepsilon^{2}}{\varepsilon^{2}+4}+\frac{\varepsilon}{\varepsilon^{2}+4} \times\left(2 \ln (\varepsilon)-\ln \left(\varepsilon^{2}+4\right)\right)+\frac{2 \varepsilon}{\varepsilon^{2}+4} \times \ln (2)=\frac{\pi}{2}$
Hence: $\arctan \left(\frac{2}{\varepsilon}\right) \times \frac{\varepsilon^{2}}{\varepsilon^{2}+4}=\frac{\pi}{2}-\frac{\varepsilon}{\varepsilon^{2}+4} \times\left(2 \ln (\varepsilon)-\ln \left(\varepsilon^{2}+4\right)\right)-\frac{2 \varepsilon}{\varepsilon^{2}+4} \times \ln (2)$
Consequently: $\arctan \left(\frac{2}{\varepsilon}\right) \times \frac{\varepsilon^{2}}{\varepsilon^{2}+4}=\frac{\pi}{2}-\frac{\varepsilon}{\varepsilon^{2}+4} \times\left(2 \ln (\varepsilon)-\ln \left(\varepsilon^{2}+4\right)\right)-\frac{2 \varepsilon}{\varepsilon^{2}+4} \times \ln (2)$
And thus: $\arctan \left(\frac{2}{\varepsilon}\right) \times \frac{2 \varepsilon}{\varepsilon^{2}+4}=\frac{\pi}{\varepsilon}-\frac{2}{\left(\varepsilon^{2}+4\right)} \times\left(2 \ln (\varepsilon)-\ln \left(\varepsilon^{2}+4\right)\right)-\frac{4}{\varepsilon^{2}+4} \times \ln (2)$
We conclude that: $\theta \times \frac{2 \varepsilon}{\varepsilon^{2}+4}=\frac{\pi}{\varepsilon}-\frac{2}{\varepsilon^{2}+4} \times \ln \left(\frac{4 \varepsilon^{2}}{\varepsilon^{2}+4}\right)$
which is equivalent to: $\ln \left(\frac{4 \varepsilon^{2}}{\varepsilon^{2}+4}\right)=\left(-\theta \times \frac{2 \varepsilon}{\varepsilon^{2}+4}+\frac{\pi}{\varepsilon}\right) \times \frac{\varepsilon^{2}+4}{2}=-\varepsilon \theta+\frac{\varepsilon \pi}{2}+\frac{2 \pi}{\varepsilon}$
Consequently, we get: $\frac{4 \varepsilon^{2}}{\varepsilon^{2}+4}=e^{-\varepsilon \theta} \times e^{\frac{\varepsilon \pi}{2}} \times e^{\frac{2 \pi}{\varepsilon}}$
Hence: $\frac{4 \varepsilon^{2}}{e^{-\varepsilon \theta} \times e^{\frac{\varepsilon \pi}{2}} \times e^{\frac{2 \pi}{\varepsilon}}}=\varepsilon^{2}+4$

And thus: $4=\varepsilon^{2} \times\left(\frac{4}{e^{-\varepsilon \theta} \times e^{\frac{\varepsilon \pi}{2}} \times e^{\frac{2 \pi}{\varepsilon}}}-1\right)$
Hence, in order to avoid the contradiction, we should have: $\frac{4}{e^{-\varepsilon \theta} \times e^{\frac{\varepsilon \pi}{2}} \times e^{\frac{2 \pi}{\varepsilon}}}>1$.
And this is equivalent to: $\frac{\left(2 e^{\frac{\varepsilon}{2} \theta}\right)^{2}}{e^{\frac{\varepsilon \pi}{2}} \times e^{\frac{2 \pi}{\varepsilon}}}>1 \Leftrightarrow \frac{\left(2 e^{\frac{\varepsilon}{2} \arctan \left(\frac{2}{\varepsilon}\right)}\right)^{2}}{e^{\frac{\varepsilon \pi}{2}} \times e^{\frac{2 \pi}{\varepsilon}}}>1$
And we proved that: $e^{\frac{\varepsilon}{2} \times \arctan \left(\frac{2}{\varepsilon}\right)}<e$
And thus we should have: $e^{\frac{\varepsilon \pi}{2}} \times e^{\frac{2 \pi}{\varepsilon}}<(2 e)^{2}$
in order to avoid the contradiction. Now lets check if this inequality is possible.
We can notice that: $\frac{\varepsilon \pi}{2}+\frac{2 \pi}{\varepsilon}-4=\frac{\varepsilon^{2} \pi-8 \varepsilon+4 \pi}{2 \varepsilon}$
and that the discriminant of the quadratic equation $\varepsilon^{2} \pi-8 \varepsilon+4 \pi$ is negative,
Hence $\frac{\varepsilon^{2} \pi-8 \varepsilon+4 \pi}{2 \varepsilon}>0$
And thus: ${ }^{2 \varepsilon} \frac{\varepsilon \pi}{2}+\frac{2 \pi}{\varepsilon}>4$
Consequently: $e^{\frac{\varepsilon \pi}{2}} \times e^{\frac{2 \pi}{\varepsilon}}>e^{4}$
However $e^{4}>4 e^{2}$
so we conclude that we can never have $e^{\frac{\varepsilon \pi}{2}} \times e^{\frac{2 \pi}{\varepsilon}}<(2 e)^{2}$
and this leads to the contradiction because we conclude that: $\varepsilon^{2} \times\left(\frac{4}{e^{-\varepsilon \theta} \times e^{\frac{\varepsilon \pi}{2}} \times e^{\frac{2 \pi}{\varepsilon}}}-1\right)$ cant be equal to 4 .
And thus we have always: $\arctan \left(\frac{2}{\varepsilon}\right) \times \frac{\varepsilon^{2}}{\varepsilon^{2}+4}+\frac{\varepsilon}{\varepsilon^{2}+4} \times\left(2 \ln (\varepsilon)-\ln \left(\varepsilon^{2}+4\right)\right)+\frac{2 \varepsilon}{\varepsilon^{2}+4} \times \ln (2) \neq \frac{\pi}{2}$
Finally we conclude that if $\boldsymbol{n}<\boldsymbol{0}$ then we have always $n^{S} \neq S$.

## 4. First conclusion:

If we have: $n^{S}=S$ and $S=\frac{1}{2}+i b$ and $n=A+i C$ with $\boldsymbol{A}$ and $\boldsymbol{C}$ are real numbers, then we have the following implications:

First of all: $n \in \mathbb{R}$ and $S=\frac{1}{2}+i b \Rightarrow n>0$
And also: $n \in \mathbb{R}$ and $S=\frac{1}{2}+i b \Rightarrow n=e^{\varepsilon \times \theta}=e^{\varepsilon \times \arctan \left(\frac{2}{\varepsilon}\right)}=e^{\frac{2 \theta}{\tan (\theta)}}=e^{\frac{\arctan (2 b)}{b}}$
Which is equivalent to: $n \neq e^{\frac{\arctan (2 b)}{b}} \Rightarrow n \notin \mathbb{R}$ or $\left(S \neq \frac{1}{2}+i b\right)$
And we have also: $n \in \mathbb{R}$ and $S=\frac{1}{2}+i b \Rightarrow b \leqslant e$
And also: $b>e \Rightarrow n \notin \mathbb{R}$ or $\left(S \neq \frac{1}{2}+i b\right)$
5. Third investigation:: if $n=e^{i B}$ with $B$ a real number and $\forall k^{\prime} \in \mathbb{Z} B \neq k^{\prime} \pi$

The statement $\forall k^{\prime} \in \mathbb{Z} B \neq k^{\prime} \pi$ means that $n \notin \mathbb{R}$.
We have $n=e^{i B} \Rightarrow \exists k \in \mathbb{Z}$ with $\ln (n)=i \times(B+2 k \pi)$ with $n^{S}=S$.
We proved that: $\frac{\ln (n)}{2}=\frac{-\varepsilon^{2}}{\varepsilon^{2}+4} \times\left(\ln (\varepsilon)-\frac{\ln \left(\varepsilon^{2}+4\right)}{2}+\ln (2)\right)+\arctan \left(\frac{2}{\varepsilon}\right) \times \frac{2 \varepsilon}{\varepsilon^{2}+4}+i\left(\arctan \left(\frac{2}{\varepsilon}\right) \times \frac{\varepsilon^{2}}{\varepsilon^{2}+4}+\frac{\varepsilon}{\varepsilon^{2}+4} \times\right.$ $\left.\left(2 \ln (\varepsilon)-\ln \left(\varepsilon^{2}+4\right)\right)+\frac{2 \varepsilon}{\varepsilon^{2}+4} \times \ln (2)\right)$
(76)

We know that if $n=e^{i B}$ then the real part of $\boldsymbol{\operatorname { l n }}(\boldsymbol{n})$ is null.
Hence we get: $\frac{\varepsilon^{2}}{\varepsilon^{2}+4} \times\left(\ln (\varepsilon)-\frac{\ln \left(\varepsilon^{2}+4\right)}{2}+\ln (2)\right)=\arctan \left(\frac{2}{\varepsilon}\right) \times \frac{2 \varepsilon}{\varepsilon^{2}+4}$
Consequently: $\frac{\varepsilon}{2} \times\left(\ln (\varepsilon)-\frac{\ln \left(\varepsilon^{2}+4\right)}{2}+\ln (2)\right)=\arctan \left(\frac{2}{\varepsilon}\right)$
We can use this result in the imaginary part and we get:
$\frac{\ln (n)}{2}=i\left(\arctan \left(\frac{2}{\varepsilon}\right) \times \frac{\varepsilon^{2}}{\varepsilon^{2}+4}+\frac{\varepsilon}{\varepsilon^{2}+4} \times\left(2 \ln (\varepsilon)-\ln \left(\varepsilon^{2}+4\right)\right)+\frac{2 \varepsilon}{\varepsilon^{2}+4} \times \ln (2)\right)$
$\frac{\ln (n)}{2}=i\left(\frac{\varepsilon}{2} \times\left(\ln (\varepsilon)-\frac{\ln \left(\varepsilon^{2}+4\right)}{2}+\ln (2)\right) \times \frac{\varepsilon^{2}}{\varepsilon^{2}+4}+\frac{\varepsilon}{\varepsilon^{2}+4} \times\left(2 \ln (\varepsilon)-\ln \left(\varepsilon^{2}+4\right)\right)+\frac{2 \varepsilon}{\varepsilon^{2}+4} \times \ln (2)\right)$
Consequently:
$\frac{\ln (n)}{2}=i\left(\frac{\varepsilon}{4} \times\left(2 \ln (\varepsilon)-\ln \left(\varepsilon^{2}+4\right)+2 \ln (2)\right) \times \frac{\varepsilon^{2}}{\varepsilon^{2}+4}+\frac{\varepsilon}{\varepsilon^{2}+4} \times\left(2 \ln (\varepsilon)-\ln \left(\varepsilon^{2}+4\right)+2 \ln (2)\right)\right)$
And thus:
And thus:
$\frac{\ln (n)}{2}=i\left(2 \ln (\varepsilon)-\ln \left(\varepsilon^{2}+4\right)+2 \ln (2)\right) \times \frac{\varepsilon}{\varepsilon^{2}+4} \times\left(1+\frac{\varepsilon^{2}}{4}\right)$
We conclude that: $\frac{\ln (n)}{2}=i \frac{\varepsilon}{4} \times\left(2 \ln (\varepsilon)-\ln \left(\varepsilon^{2}+4\right)+2 \ln (2)\right)$
which means that: $\frac{\ln (n)}{2}=i \frac{\varepsilon}{4} \times \ln \left(\frac{4 \varepsilon^{2}}{\varepsilon^{2}+4}\right)$
Also, we proved that: $\frac{\varepsilon}{2} \times\left(\ln (\varepsilon)-\frac{\ln \left(\varepsilon^{2}+4\right)}{2}+\ln (2)\right)=\arctan \left(\frac{2}{\varepsilon}\right)=\theta$
Hence: $\frac{\varepsilon}{4} \times \ln \left(\frac{4 \varepsilon^{2}}{\varepsilon^{2}+4}\right)=\theta$
And thus: $\frac{\ln (n)}{2}=i \theta$
We conclude that: $n=e^{i 2 \theta}$
And from: $\frac{\varepsilon}{4} \times \ln \left(\frac{4 \varepsilon^{2}}{\varepsilon^{2}+4}\right)=\theta$ we conclude that: $e^{4 \theta}=\left(\frac{4 \varepsilon^{2}}{\varepsilon^{2}+4}\right)^{\varepsilon}$
And we have also: $\ln \left(\frac{4 \varepsilon^{2}}{\varepsilon^{2}+4}\right)=\frac{\theta \times \varepsilon}{4}$
We know that: $\cos (\theta)^{2}=\frac{\varepsilon^{2}}{\varepsilon^{2}+4}$ Hence we have: $\cos (\theta)^{2}=e^{\frac{\theta \times 4}{\varepsilon}}$
We remark that: $0<\theta<\frac{\pi}{2} \Rightarrow 1<e^{4 \frac{\theta}{\varepsilon}}<e^{2 \frac{\pi}{\varepsilon}}$

Consequently we have: $1<4 \times \cos (\theta)^{2}<e^{2 \frac{\pi}{e}}$
And since: $0<\theta<\frac{\pi}{2}$ then we have: $\cos (\theta)^{2}>\frac{1}{4} \Rightarrow \cos (\theta)>\frac{1}{2}$
We conclude that: $\theta<\frac{\pi}{3}$ and since the function tangent is a monotonic increasing function in $0<\theta<\frac{\pi}{2}$ , then we get: $b=\frac{\tan (\theta)}{2}<\frac{\tan \left(\frac{\pi}{3}\right)}{2}$

We can also remark that $n^{\stackrel{2}{S}}=S \Rightarrow S=e^{(S \times i 2 \theta)}$
Hence: $\frac{1}{2}+i b=e^{(-b \times 2 \theta+i \theta)}$
And thus: $\frac{1}{2}=e^{(-2 \times b \theta)} \times \cos (\theta)$
with $b=e^{(-2 \times b \theta)} \times \sin (\theta)$
Consequently: $\cos (\theta)=\frac{e^{(2 \times b \theta)}}{2}$
and we have $\cos (\theta)<1$ Hence we have: $e^{2 \times b \theta}<2$
Finally we conclude that: $e^{2 b \times \arctan (2 b)}<2$

## 6. Second conclusion:

If we have: $n^{S}=S$ and $S=\frac{1}{2}+i b$ and $n=e^{i B}$ with $\boldsymbol{B}$ is a real number, then we have the following implications:

First of all: $\exists B \in \mathbb{R}$ with $n=e^{i B}$ and $\forall k^{\prime} \in \mathbb{Z} B \neq k^{\prime} \pi$ and $S=\frac{1}{2}+i b \Rightarrow n=e^{i 2 \theta} \Rightarrow \exists k \in \mathbb{Z}$ with $B=$ $2 \theta+2 k \pi$

Which is equivalent to:
$\exists B \in \mathbb{R}$ with $n=e^{i B}$ and $\forall k^{\prime} \in \mathbb{Z} B \neq k^{\prime} \pi$ and $S=\frac{1}{2}+i b \Rightarrow \exists k \in \mathbb{Z}$ with $B=2 \arctan (2 b)+2 k \pi$

And also to:

$$
\begin{equation*}
\forall k \in \mathbb{Z} B \neq 2 \arctan (2 b)+2 k \pi \Rightarrow \forall B \in \mathbb{R} \text { we have } n \neq e^{i B} \text { or } \exists k^{\prime} \in \mathbb{Z} B=k^{\prime} \pi \text { or } S \neq \frac{1}{2}+i b \tag{105}
\end{equation*}
$$

And we have also:
$\exists B \in \mathbb{R}$ with $n=e^{i B}$ and $\forall k^{\prime} \in \mathbb{Z} B \neq k^{\prime} \pi$ and $S=\frac{1}{2}+i b \Rightarrow b<\frac{\tan \left(\frac{\pi}{3}\right)}{2}=\frac{\sqrt{3}}{2}$
And also: $b \geq \frac{\sqrt{3}}{2} \Rightarrow \forall B \in \mathbb{R}$ we have $n \neq e^{i B}$ or $\exists k^{\prime} \in \mathbb{Z} B=k^{\prime} \pi$ or $S \neq \frac{1}{2}+i b \quad$ (107)
And also: $\exists B \in \mathbb{R}$ with $n=e^{i B}$ and $\forall k^{\prime} \in \mathbb{Z} B \neq k^{\prime} \pi$ and $S=\frac{1}{2}+i b \Rightarrow e^{2 b \times \arctan (2 b)}<2$
And also: $e^{2 b \times \arctan (2 b)} \geq 2 \Rightarrow \forall B \in \mathbb{R}$ we have $n \neq e^{i B}$ or $\exists k^{\prime} \in \mathbb{Z} B=k^{\prime} \pi$ or $S \neq \frac{1}{2}+i b$

## 7. Third conclusion:

If we have: $n^{S}=S$ and $S=\frac{1}{2}+i b$ and $n=e^{i B}$ with $\boldsymbol{B}$ is a real number, then we have the following conclusions:

We know that: $b>e \Rightarrow b \geq \frac{\sqrt{3}}{2}$
And we know that the function $2 x \times \arctan (2 x)$ is an increasing monotonic function when x is a real strictly positive number. Hence: $b>e \Rightarrow 2 b \times \arctan (2 b)>2 e \times \arctan (2 e)$

Consequently: $b>e \Rightarrow e^{2 b \times \arctan (2 b)}>e^{2 e \times \arctan (2 e)} \simeq 1902.2422648$
And thus: $b>e \Rightarrow e^{2 b \times \arctan (2 b)}>2$
We conclude finally that:
$b>e \Rightarrow\left(\forall B \in \mathbb{R}\right.$ we have $n \neq e^{i B}$ and $\left.n \notin \mathbb{R}\right)$ or $\left(S \neq \frac{1}{2}+i b\right)$
And we know that: $n \notin \mathbb{R}$ causes that $\forall k^{\prime} \in \mathbb{Z} B \neq k^{\prime} \pi$.

## 8. Example of usefulness for Riemanns Zeta Function:

Lets consider that: $\exists \gamma \in \mathbb{R}$ with $n=e^{i \gamma}$ and $f(n)=n \Leftrightarrow n^{S}=S$.
We consider also that: $\boldsymbol{S}=\boldsymbol{a}+\boldsymbol{i} \boldsymbol{b}$ with $\boldsymbol{b}>\boldsymbol{e}$.
In this case we already have $n=e^{i \gamma}=e^{i B}$ and $n^{S}=S$ and we can also have $n \in \mathbb{R}$.
However, since $\mathrm{b}>\mathrm{e}$ then $a \neq \frac{1}{2}$.
If we need to have $b \leq e$, we can also find a setof pairs aand blinked by the same relationship and respecting that: $a \neq \frac{1}{2}$. However, in this case, we should besurethat $\forall k \in \mathbb{Z} B \neq 2 \arctan (2 b)+2 k \pi$ while $n=e^{i \gamma}=e^{i B}$ and $n^{S}=S$. In this case, if we know Band it is a small number then we can fix $\boldsymbol{b}$ with $\frac{B}{2}<\arctan (2 b)<\frac{B}{2}+\pi$
or with $\quad \frac{B}{2}-\pi<\arctan (2 b)<\frac{B}{2}$
and if $\boldsymbol{B}$ is a big number we should find a positiveinteger $\boldsymbol{k r e s p e c t i n g}$ that $\frac{B}{2}+(k-1) \pi<\arctan (2 b)<\frac{B}{2}+k \pi$ (118)
or $\frac{B}{2}-k \pi<\arctan (2 b)<\frac{B}{2}-(k-1) \pi$.
We can find a set of different real numbers (Gamma) and each one of these numbers respects that $e^{(S \times i \gamma)}=S$ and thus each number $\gamma$ creates a set of pairs of real numbers (a,b) linked by a special relationship that respects that $a \neq \frac{1}{2}$.

We can define this relationship since we have $n^{S}=S \Rightarrow S=e^{(S \times i \gamma)}$
Hence: $a+i b=e^{(-b \times \gamma+i a \gamma)}$
And thus we have: $a=e^{(-b \gamma)} \times \cos (a \gamma)$
And we have: $b=e^{(-b \gamma)} \times \sin (a \gamma)$
Consequently: $|S|^{2}=a^{2}+b^{2}=e^{(-2 b \gamma)}$
This result can be useful in many mathematical cases as a criterion since we can find one useful representative of all the $\gamma$ (Gamma) numbers possibilities easily from formula (123) and we have:
$\gamma=\frac{-\ln \left(a^{2}+b^{2}\right)}{2 b}$
Furthermore the number $\gamma$ (Gamma) always exists since we use $\mathrm{b}>0$.

## The example of usefulness:

For example, if $\boldsymbol{S}=\boldsymbol{a}+\boldsymbol{i} \boldsymbol{b}$ is a non-trivialzero of Riemanns Zeta Function and we use $n=e^{i \gamma}$ with $\gamma=$ $\frac{-\ln \left(a^{2}+b^{2}\right)}{2 b}$ asdemonstrated above, then wehave not only:
$a=e^{(-b \gamma)} \times \cos (a \gamma) \quad$ and $\quad b=e^{(-b \gamma)} \times \sin (a \gamma) \quad$ with $S=e^{(S \times i \gamma)}$
But we have also: $a \neq \frac{1}{2}$
This means that $S$ is a Landau-Siegel Zero. And in this case, we have of course $\boldsymbol{b}>\boldsymbol{e}$ since the study of non-trivial zeros $S$ of Riemanns Zeta Function is only interesting when bgets big. Furthermore, we wont need in this case a criterion for bnegative because Riemanns XiFunction causes that if $\boldsymbol{S}$ is a non-trivial Zero of Riemanns Zeta Function then (1-S) is also a non-trivial Zero of Riemanns Zeta Function.

## 9. Related Algebraic mathematical projects:

The work that remains about the functions $\boldsymbol{f}$ of complex numbers defined from $\mathbb{C}$ in $\mathbb{C}$ as $f(n)=\frac{n^{S+1}}{S}$ is when $\boldsymbol{S}=\boldsymbol{a}+\boldsymbol{i b}$ with $\boldsymbol{a}$ and $\boldsymbol{b}$ are real numbers, and $f(n)=n \Leftrightarrow n^{S}=S$ :

1) How can we describe in this case the homomorphism that may link the set $\boldsymbol{V}$ containing all the pairs of real numbers $(a, b)$ excepting the pairs $\left(\frac{1}{2}, b\right)$ with the set of fixed-points of the functions $\boldsymbol{f}$ that depend on each complex number S ? This is interesting because the set $\boldsymbol{V}$ contains obviously any possible Landau-Siegel Zero.
2) How can we describe in this case the homomorphism that may link the set $W$ containing all the pairs of real numbers $\left(\frac{1}{2}, b\right)$ with the set of fixed-points of the functions $\boldsymbol{f}$ that depend on each complex number S ? This is interesting because the set $\boldsymbol{W}$ contains the zeros that respect Riemanns Hypothesis.
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